(VY8 MATRICES AND DETERMINANTS

Introduction to Matrices
Types of Matrices

Addition and Subtraction of Matrices
Multiplication of Matrices -

Multiplicative Inverse of a Matrix :
Solution of Simultaneous Linear Equations
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After completion of this unit, the students will be able to:

» define
« A matrix with real entries and relate its rectangular layout (formation) with real life.

« Rows and columns of a matrix. « The order of matrix, « Equality of two matrices.

» define and identify row matrix, column matrix, rectangular matrix, square matrix,
zero/null matrix, identity matrix, scalar matrix, diagonal matrix, transpose of a matrix,
symmetric and skew-symmetric matrices.

» know whether the given matrices are conformable for addition/subtraction.

» add and subtract matrices.
» multiply a matrix by a real number.

» verify commutative and associative laws under addition.
» define additive identity of a matrix.

» find additive inverse of a matrix.
» know whether the given matrices are conformable for multlphcatlon

» multiplication of two (or three) matrices.

» verify associative law under multiplication.

» verify distributive laws.

» show with an example that commutative law under mulnphcanon

does not hold in general(i.e., 4B # BA).
» define multlpllcatlve ldentlty of a matrix.

» verify the result (4B)’ = 5° 4. :
» define the determinant of a square matrix.

» evaluate determinant of a matrix.
» define singular and non-singular matrices.

» define adjoint of a matrix.

» find multiplicative inverse of a non-singular matrix A and verify that 44™" = 1 A4,
. where [ is the identity matrix.

» use adjoint method to calcu]atc inverse of a non-singular matrix.

» verify the result @8 =874

» solve a system of two linear equatlons and related real life problems in two unknown using.

e Matrix inversion method, e« Cramer’s rule.



6.1 INTRODUCTION

In this chapter we will introduce a new mathematical form, called a
matrix, that will enable us to represent a number of different quantmes

asa smgle unit.

The idea of matriceé was introduced by a famous mathematician

. Arther Cayley in 1857. Matrices are widely used in both the physical
and the soeial sciences.

A matrix is a square or a rectangular array of numbers written within
square brackets or parentheses in a definite order, in rows and
columns.

Generally, the matrices (plural of the matrix) are denoted by capital letters

ARG etc. while the elements of a matrix are denoted by

_small letters g, b, c.............. and numbers /, 2, 3............... For example:

1 2 7 ' e
‘A_[-* 5], B_,[Z]’ c=[+ s], D=[c d]
Look at another example:

A cbmpany that manufactures shirts makes a standard model
and a competition model. The labour (in hours) required for
each model is conveniently represented by the 2x 3 matrix.

; Packaging and
Fabricating  Finishing *  pangjing
u 5 1 0.2 . :
s : tandard Shirts
7 25 0.2

The weekly production can be represented by the row matrix

Standard Competition
Shirts i Shirts

[100 101
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| 1-55 AND DETERMINANTS
Each matrix consists of horizontally and vertically arranged elements.

i A Horizontally
. = = arranged
S| ] comris
$ 3

Vertically arranged elements.

Rows: Horizontally arranged elements are said to form rows.

Columns: Vertically arranged elements are said to form columns.

The number of rows and columns in matrices may be equal or
different. However, the number of elements in different rows are
same and similar is the case in the columns of a matrix that remains

the same.

Generally, rows and columns are denoted by R and C respectively.
For example:

Column 1 Column 2
or or

(@]

CZ
y

R Qe —

b:|<—~—Rowl or R,

d|<—Row2 or R,

" Matrix 4 has two, rows and two columns whereas a, b, ¢, d are its .
elements. The number of rows and the number of columns are

denoted by m and n respectively.

In the above example m = 2 and n = 2
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Order of a Matrix:-

If a matrix 4 has ‘m’ number of rows and »’ number of columns,
then order of the matrix 4 is mxn (read as “m-by-n matrix”)

EXAMPLE-1 Find the order of P=[ 3]

SOLUTION: Matrix P has only one row and one column.
So order of P is I1x 1 matrix.

| ' EXAMPLE-2 Find the orderof Q=[4 7]

SOLUTION: Matrix O has one row and two columns.
So order of Q is 1x2 matrix.

'EXAMPLE-3  Find the order of R = [Z ;’]

SOLUTION: In matrix R, the number of rows is two i.e m = 2

and the number of column_s istwoien=2.
The order of R is 2x 2 matrix.

R ———. -

3 4 9
EXAMPLE-4 Find the orderof A=|5 7 2
= L it 2 )

SOLUTION: In matrix A, the number of rows is three i.e m = 3
and the number of columns is three, i.e n = 3.
The order of A is 3 x 3matrix.




Equal Matrices:-

Two matrices 4 and B are said to be equal if and only if they have the
same order and their corresponding elements are equal.
Their equality is denoted by 4 = B.

WwW=aqa

For example: [W x] = [a b] b A
y z c d y=c

‘ z'=id

EXAMPLE

Which of the following matrices are equal and which of them
are not equal ?

g 4
1 2 = &

413 4]’B=32 e
= 3 2x2 r 6 T

Jig = 7

. s 2

C—I g D = 120083 E 6

il ot = , —3 1 3 |,

= 4 2 5 10
= .2x2 2 —
1l 3 7 B 2 |

F =
2 1 3 |

SOLUTION: Matrix B, can be written as

i 4
3-2 - [ 2
B = 2 :{3 4]:—:A
3 2x2 ] .

\ (i) Order of 4 and B is same 2 by2, and corresponding elements
are equal, so 4 =B.

(i) Order of 4, B and C is same 2 by2, but corresponding
elements are not equal, so A=B=C.

(iii) Matrix E can be written as: -1 ¢ 7T !
Order of D and E is same, i.e -2 1 3 7
3by3 and corresponding Fol (LI T L S T 5l = 5
elements are equal, 3 4 2.5
10 :
SO D = E szz 2 -'2— .

~ (iv) Order of the matrix Fis 2by3 , soF#DandE# F .
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- [E XERCISE — 6.1
Willl the help of the given matrices answer the questions from 1 to 3.
| 2 | 2 . 3 2 >
" A 3 : — ‘ B — _ o 2 C =|-7 o
[—5 o]. [ 0 4J |
. | : 0
! OO S E=[-3 2 0], F=| 0 5
| L 4-2 2 3.1

‘ __I-v What are the orders of matrices A,C and F?
2- ~What are the orders of matrices B,D and E?
3- What element is in the second row and third column of matrix D?

4- Whichofthe following matrices are equal aﬁd which of them are not?

'.-A'=|:4:|,'B=[1 2]:‘3:[2]’9: L2z

e = 3+3,F=[£ i],G: 85 -
A | 8+1 SRRl 8

0 3 4|1 [1 3].1 I'Ij]
H: ] s = =
a7 6 16/ |’
B __2_63 ' A

‘j(I'. 2 3+2 T1 35
o3 “ 4lL=]034],

1y ]

4+2 3| (263
T 132
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6.2 TYPES OF MATRICES

(1) Row Matrix:-
A matrix with only one row is called a row matrix.

For example: A4

[1 2] is of orderIx2.

Il

B

(1) Column Matrix:-
A matrix with only one column is called a column matrix.

is of order2x 1.

:

|

|

[2 3 4] is of order Ix3. '

!

1

For example: C 1
1

is of order3x1.

-
3_.
.
2
._.7_

(1) Rectangular Matrix:-

If in a matrix, the number of rows and the number of columns are
not equal, then the matrix is called a rectangular matrix.

For example: 4 =[2 5] , B [3] ,

4
1 2T
C =
1:3 4 5} ‘
are rectangular matrices of order/x 2, 2x [ and 2 x 3 respectively.

(1V) Square Matrix:-

If a matrix has equal number of rows and columns, it is called a
square matrix.

For example: 2 0 :
SR
_3 ] )

W N~
N o W

3
4
=)
are square matrices of order 2x 2 and 3x 3 respectively.
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(V) Zero or Null Matrix:~

If all the elements in @ matrix are zeros, it is called a zero matrix or
null matrix. A null matrix is denoted by the letter O.

" For example: O = [¢] is of order Ix/.

O=[0 0] isoforderix2.

-

Of= 3 is of order 2x 2.
0 0
[0 0 o0

O=|0 0 0]|isoforder3x3.
0 0 0

(V1) Diagonal Matrix:-
A square matrix in which all the elements except at least the one

element in the diagonal are zeros is called a diagonal matrix.
Some elements of the diagonal in a matrix may be zero but not all.

. 1 0 0

For example: A4 = s = . c=|0 2 0
: ORR4| OS] T

0 0 3

~ are all diagonal matrices.

(Vi) Scalar Matrix:-
A diagonal matrix having equal elements is called a scalar matrix.

are scalar matrices.

AR OS O

Mllwnllmn,hor Identity Matrix:-
'  scalar matrix having each element equal to I is called a unit or
ity matrix. Identity or unit matrix is generally denoted by 7.




For example:

I 0

)

]:1 I= =
[1] [0 1] I=10 1 0
0 0 1I

are identity matrices of different orders.

(1X) Transpose of a Matrix:- |
If A is a matrix of order (mxn) , then a matrix (nxm ) obtained by
interchanging the rows and columns of 4 is called the transpose of 4.

It is denoted by 4'.

5 (a b
For example:  _ [a d:i) hani i [a c]

Lc b d
PE 1 4 7
B=|4 5 6|, then B'=|2 5 8
7 8 9 3 6 9
b Eeab i S gm0
If 4'and B'are transposes of 4 and B respectively, and if k is
scalar. Then: :
(@ (4') = 4 () (kd)' = kA
(c) (A+B) = A'+B' (d) (4B) = B'A'

(X) Symmetric Matrix:- A square matrix 4 is called symmetric if 4° = 4

For example: A=[p q] and A =[p q]

q r gidnl;
Since 4’ = 4 '
4 is symmetric matrix.
: 1 -2 3 IR =283
B =|-2 0 4 Bt =|-2 0 4
3 a2 4L 2

Since B = B .
Matrix B is symmetric.’
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(X1) Skew-Symmetric Matrix:-

'Asquare matrix 4 is called skew symmetric (or anti-symmetric) if 4' =—4.

: R0 —2.03
Forexample: A=| 2 0 4
-3 -4 0
[0 2 -3 (RR=2 87
Ad=|-2 0 -4| =-|2 0 4|=-4
1 3 4 0 =31 (0

A'=—4 Hence 4 is skew symmetric.

[ XERCISE — 6.2

1- Identify row matrices, column matrices, square matrices, and
| - rectangular matrices in the following matrices.

LB 2 L@ oD 2 4,
e - 2 6 b+y 1 3

w1 T

i e | ] 3 2 1 '2 47
[ 'f 5]F | G [5 > 8],}1 = [0]
5.0
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3- Find transpose of the following matrices.

3 4 -3 -2 a -b
A= ,B= . =
[*1-4] LI 4]0 L d]’D

4- |dentify all row matrices, if:

-1 3
=[3 4 5], B= =
S (1 4 6 l
15y = LA ) e ] | l
| 3 mi7iges ;

/1 9 &

5- Identify all column matrices, if: : ' |

3 2583 a 2. =53
A=(6 |, B=|6 5|, C=|b| , D=4 =6 5
|10 4 7 c -2 3 4

5
E=|7|,F=[9 7 1I]
|54
6- ldentify all column matrices, if:
IR 1
s 7 8
A=22,B—1 65,C=2,D=6‘5,
7 3 4 9 X
b
E=13 5 7
s s e
7 Identify all 3x 3 square matrices, if: &1 8 bl
A=|1 5 4|,B=|4|,C=[7 3 4] & PO
3 6 -3| 7 : it S
¢ KL mdﬂﬂ
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MATRICES AND

6.3 ADDITION AND SUBTRACTION OF MATRICES

Two matrices 4 and B are said to be conformable for addition 4+B, if
they are of the same order and their sum is obtained by adding their
corresponding elements.

. Order of matrix 4+B will be the same as the order of matrices 4 and B.

6.3.1 Add and Subiract Mairices

Addition of Matrices:
When two matrices are conformable for addition, we find addition by
adding their corresponding elements.

For example:
0 [w x:l +[a bj'=l:w+a x+b]
: Yy z c d y+c z+d

. [=53 0 N5 = DR ]
(u) + =1 .
| 5 2 —4 SOOI FREON | ]

1 24 g ==y
D=3 =L
13 47 s

: [1+3 2+(-2) 4+(-5) 4 0 -1
=|2+(-5) -3+2 5+1 -3 -1 6
13+(=1) 4+(-3) 7+(-2) DT




[T a 2
EXAMPLE-1 If A= B = =
| LJ’ n { 3 b] then find A‘ B

i
somnon:  A-B=| % _[" 2]

|
f
i
|
|
i
|
I

ly 4 3 b
g l-a x-2
y-3 4-b
EXAMPLE-Z 27 3 13 57
IfA_—' —1 3 4 and B= 2 I 6 thenﬁndA—B
0 4 -2 -1 8 3
[ 207588 I 35
SOLUTION: A-B =|-1 3 41— 2 1 6
i 0 4 =2 -1 8 3
2-1 7—3 3-5
=|-1-2 3-1 4—6
0-(-1) 4-8 -2-3
1 4 -2
A-B =|-3 2 -2
i 1 -4 -5

EXAMPLE-3 Add the matrices A,B and C where

i NG Sy
A= ,2B= , C= :
[3 4] [—2 5] .[-4 1]

SOLUTION: ~ Since 4, B and C matrices have the same order,
‘ so they are conformable for addition

1o maco 20 s B Rl
13 4] -2 5] [-4 1

_[2+1+2 1+3-6
|3 -254 St

5, =2
= 10

139
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matrix B from matrix A.
D47 M =5

A=|1 3 -2|, B=|2 4 -6
45 6| [3 6 -1

LUTION: Since A and B have the same order, so

' they are conformable for subtraction.

2 2 il =5

75 = (|7 e R S

Bl 6 3 6 -

: ] Sl




6.3.2 Laws of Addition of Matrices
Commutative Law:
For any two matrices 4 and B of the same order

A+B = B+ 4

This law is called commutative law of matrices with respect to addition.

EXAMPLE-1

If A= £ and B = A
4 5 —6 1
then show that A + B = B + A.

SOLUTION: Matrices A,B have same order, so they are
conformable for addition.

[/ 3 4 2 1+4 . 3+2
A+B = + =
EEs
5 85
A+B =
E 6]
Bad = I 4+1 2+3
HEE T | Ziahai s
= 6]
Thus A+B = B+ A4

and

Associative Law:

For three matrices 4 , B and C of same order,

U+B+C=A+B+C)

This law is called associative law of matrices with respect to addition.



- a2
If 4= , B=
EXAMPLE A [0 5]

T

0 2]

then verify the associative law of matrices with respect

tq addition.
SOLUTION: (A+B)+C =

2
0 5

[+ 3]+

5 z] [
= +
0 7
7 s
(A+B)+C=__5 3] ......
| '_FI 7
A+B+C) = 0 s +([
A [
= +
{085

=)

4 o‘J [2 3]
+
02| ) =
2 3
-4
........ (i)
4 0] [2 3D
+
0 2 —5 —4
6 3] [7 5 §
_2:|—[_5 3} .............. (ii)

| From()and(u) we have (A+B)+C = A+ (B + C)

6.3.3 Additive Identity of Matrices

In real numbers, zero is the additive identity i.e. the sum of a real

number and zero is equal to the real numbere.g, 5+ 0 =

0+5 = 5.

Similady, a zero matrix O of order m - by - n is called the additive

0 'i‘ldentlty matnx such that
| i#]ﬁ : g

=4

DU s S
|  For exaTP'ei 4_’ B j
oniaor 4x0=[ 2] [0 1]
A+"0“=7'g :: =l
N 0
. "0,-""-"4:_3 OJ‘

ik

= 4 so ’0’ is additive identity of matrix A.

-

Ss
2 4
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Remember that: The order of ‘4’ and ‘0’is same.

6.3.4 Additive inverse of a Muatrix

If two matrices 4 and B are such that their sum (4 + B) is a zero
matrix, then 4 and B are called additive inverse of each other.

For example:

4=|% b ma m
d - —-d

bl [-a -b 0 0
ider A+ B = + = =
Conside [ J [_c —d} [0 0] (0)

Lo T ~

o R

Therefore 4 and B are inverse of each other. l
EXAMPLE | : d

-1 2 -3 l -2 3

If A4=| 2 -4 5|, and =|=-2. 4.-5

-2 -1 7 2 1 -7
then E

£

2 -1 7 2

~
1
|

(—1+1 2= 21 TS 0 0
=| 2-2 —4+4 5-5|=|0 0
0 0

1 2-3 Jog o eles

S BT=|) 20— s NG =5
0

0

|—2+2  -1+41  7-7 0

A+B = 0O

A and B are inverse of each other. _ / S vz
143
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[E XERCISE — 6.3

2 3 4 01 5
JERUEEIRA =" 7575 5 B=12 3 6
' 4 9 3 1 4

bo

Find () A+B (i) A-B (iii) B—A
(iv) 24+ 3B (v) 34-4B (vi) A-2B

2- Find the additive inverses of the following matrices.

‘ 1
4 3 2 3
26 4 3 .
N0 2
D=0 3 4L E=[2 5 -3]
2

=JE =]

2 3 1 7
3- If 4= =
[I 5]andlB [4 6]the‘nshqwthat

() 44-34 =4 (i) 3B-34 = 3(B-4)

4- Findxandyif [ x+3 28]
-3 3y-4| |3 2

S s
[ ¢ :5' 'fA: 3 B = ’ - '
< [4 '5] [6 5] C [3 _z]thenprovgthat

() A+B=B+4 (i) A+(B+C) = (A+B)+C

Solve the matrix equation for X.




7- Findabcdeandfsu
a b c 3
d e f 5

8- Find wx,,z such that

o

' 1
10- Giventhat 4 = [2

1 5

whas

A+B-C =[
. 8

ch that

=24 I =@l =28 gl
0-4) |-2 1 ¢

BRI

9- If4 = [z d] then what is the additive inverse of 4?

3]verifyth_at A +44+51=0.

|4

L o 2 — 7 et Tt S
SIfA = R [Feietpes] that
12- If [3 _4] [5 8] ' [ 0 Z]Fthen_sho'w‘tlhag'_‘

2 4] [3 -2 e |
11- |fA=[ ]B=[ | 6],thenverifythat(A+B)’=A’+B_.‘.

10|
2l

6.4.1 MULTIPLICATION OF MATRICES

Two matrices 4 and B are said to be conformable for the'product 4B,
if the number of columns in 4 is equal to the number of rows in B.

__"3‘] [l;] L [2x4 ;'3x'2]-"’: :

For example:  [2

=[8+6] _
o= [1g] o b 8y
148 R

3 el
o g |



EXAMPLE-1 |
= _[azl a; } B [bll b, by :I
axy 4x by, : by, by
order of A order of B
2 xr 2 W%
e 3 -
| T
I order of product AB

The product of 4B sha

. AB =
ay; by +ay, by
aj; by, +a;, by,
¢3 = ay; by isdr by;

Cy = ay by t+ay; by

€y = ay by +ay by

B Ca3 s B b3 +ay; by
= o S, - 3
, 11 12
= 4B = } [
:\ e S azz -

"’l v‘i_" 7 ! _a21

- |ay by +anby  ayb, +ayby,

Il contain the elements like

€3
] where

C3

(Multiplication of the elements of Ist row of A with
elements of Ist column of B)

.(Multiplication of the elements of st row of A with
~“elements of 2nd column of B)

(Multiplication of the elements of 1st row of A w:th
‘elements of 3rd-column of B)

, thus
i Ao bzs]
by, bzzl_ by |

a; by, + ap, b, a; b3 + a5, by

ay by; + ay; by;

- 148
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EXAMPLE-2
IfA—52 andB—'Zth fi
S =18 en mq‘AB.

SOLUTION: order of A = 2x2
order of B = 2x1
order of AB = 2x1 _
Because number of columns in A = number bf rows in B =2

AB_sz 2] [5%x2 + 2x3 10+ 6 16
13 4|[3] [3x2+4x3| |6+ 12 18
Result:

If 4 is a square matrix then 4% = 4.4
A’ = AAA = AL = A4
Finally 4" = 4A4A4......... n times.

' Remember that:

For multiplication 4B of two matrlces A and B the following points
should be kept in mind. -

(i) The n'umber of columns in 4 = number of rows in B.
(ii) The product of matrices 4 and B is denoted byAxB or AB.

(iii) If 4 is a mx p matrix and Bis a pxn matnx then
AB is mx n matrix. . :

6.4.3 Assoum,ve Low of Maotrices with resped
to Multiplication '

If three matrices 4 , B and C are conformable for multiblicatioh, then

A(BC) = (AB)C

is called assocnatlve law wnth respect to multlpllcatlon
8 : ‘1“7 3



- EXAMPLE -

| e 20 b aapy L 77 - & 4 2
 § A= B =" "] and C =
e IR e P TR 31

| | Ay ~ then verify associative law under multiplication.

R SOLUTION: _

:. ‘ - b LINE, 1 5 2 1 1 1 4 2
B [ A(BC) = 1

B o Cogs:der. (B) [3 I] ([2 3] L ID

'r2. I] 1x4+1x3 Ix2 + Ix1’
FER| 2><4+3x3 2%x2 + 3x1

8+ 9 4+3

-; 2 fh'[4+3" 2+]]

5;"“5., _px74-1x17 2x3+1x7 14+17 647
il X B E AR VAR PE R Prd B PYRS A I

e s 13 s,
Lo =[33 .16]'

= 2 TN e 2]
o ([3 IJ [2. 3D [3 '1}
' [25;1‘;_,43,2. : 2-x]+1x‘3] [4 2]
| 3x1+ Ix2  3x1+1Ix3|[3 1 ‘
‘ ;Fk,f_“ t"}i"‘{’if} SR Wis idisinnacs



; i
YBC ‘= +2 2+3|(4 2
3+2 3+3||3 I

_[4 5[4 2
15 6](3 1

[4x4+5x3  4x2+ 5x1"J ' [16+15

[5x4+ 6x3  S5x2+6x1|
(31 13 |
(“4B)C =" 16] ........... (ii) .

From equation (i) and (i), A(BC) = (4B)C
Associative law holds in multiplication of matrices.

6.4.4 Distributive Laws

If the matrices 4, B and C are conformable for addition and

multiplication, then

(i) AB+C) = AB+ AC  (left distributi\;e law for mah'ic_:es).

(ii)) (A + B) C = AC + BC  (right distributive law for matrices)

(i) and (ii) are called distributive laws.

EXAMPLE

then verify left and right distributive laws.
% _

SOLUTION: (i) Left distributive law A(B + C) = AB + AC

e il
S s U e |

e

4 3 208k ] -1 -4
= = and C = .

8+5

20+18 10+6

|




1" %‘ "“-_.3_. .‘ S0 ‘ & ERA
B e —4+12]
i T |2+4  -2+8

32 4] T Y
2 flitss 205 2s 2|1 23706 o

)223;_-4+9 _16+18
6=4ili =246 - 8+12



(u) R:ght d:stnbut:ve law (4 + B) C = AC+BC -

AL
+ Ve H
[.,

A+B =

[4 3
252

6 6
10

1l

Consider (A+B)C

B =L t08
L2
YA

Consider AC+BC

'—4+9
—2+6

et

II:

(—6+18

=3

[l g

:

—4+0

]-_;' O
. ey . 2 ' {2;'
.[4‘ _3] [—1. _—.4]4'[ '3] [—1 |
223 oo || =IE [N

.]

—16+18
—8+12

: _‘_.‘-__y-
3]___ ‘[Q"G]Nﬂlﬁﬁhmmwmﬂr 2 ﬁ:.ﬂ.F R

; v '.J n: -:.' Ao it

ol .

I 0f l*t\-q&h,g,['--,l'

i 4 e
i
o, e
. e el o = !
§ Jli-yi:. o] a : Il“'!"‘r-
i (4 .‘r
1 .-‘-qul
S
. Al -
1, il -I..—h S
: |_'_|':l

2



| 6.45 (ommuiﬁtive‘-luw-

(AR Commutative law does not hold in multlpllcatlon of matricesin general
d& i S i. e AB# BA ‘ .

e EXAMPLE-1 4 = |- zB—'-_'I ” | verify 4B B
‘ MPLE- s o |B=|, |verttyaB=sa.

'SOWTION: Glven|matices A and B are conformable for
multiplication AB and BA.

R e iy : £
il RS2 =T -3

o ! i AB =|

; Yl .Qonsrder 13 ‘2][ y 2]
| - :

i T | LT e R
' -3-8 9-4

|
~
N~
(U8

T e i e
. ‘Consider  BA=| ] 5 2]

s 84|

c 2 R 149 ‘—2—-6].




EXAMPLE-2

EESY .r.i-'-"‘ 3 2

ih B

|la b . | ‘
E A= e dl’ then ventjr‘zz,;-_.ﬂ,:“d__

SOLUTION: B o a2 S R
- x; 3 '. L P, i ‘_v‘ ‘ o | 1. A B _"(
Consider 1,4 = . , Olfa b g gR TR e e
s 107 1 [\ ebies o S e i

i Tt -e‘"u’!a ] ;
g , o TR - e
IRa+:0%c " Txb t (g

C[0xa+Ixc  0xb + 13 "3""“"':"‘1 elopd? T

b
. lesiadilE

)

IzA — A k--_-n-----‘-(’i)' -‘_’ ‘:':’_.‘. i -h y i

Ta: ¥ oo

Consider AI, = L o A
(o) LR ) i i

o |
)

' axI + be
cxl + dx0




6.4.7 Theorem
(4B) = B'4' wheredand Bare two matrices.

 EXAMPLE

If A= 2% and B = E 3,then,
1-2 et 20

SOLUTION: | .

!5
w)

| showthat (4B) =B'A'
,I AT :
f- | : psili=r . 3
| ider ~ AB =
7 ‘C?HSId_.er,_r e L _2J.[ P

B -
f [-246  6+3]
T1Hi -1-4 3-2
“aj : - e s
A . -
| (4 9

AB =
LHS = (4B) = 7 =[4 '5] ........... ()
- o i -
Now 4" =,.,1,B'=[12]‘
SR 3 1

Bt ' ; Cohsid'er RHS




1. (4B)C = A(BC)
3. ABB+C)=AB+ AC
5. (B+C)(B-C)+ B’ -C?

1. Bl =B

_EXERCISE — 6.4

In Problems 110 8 Verify Each Statement, Using vtel it -

y 02 8-

255 L Ty nenans ra.:‘i'] n_i 7
s et y C = RS SIREGY R e
.'_2 4 . 4 2 | ) .., e

2 AB#BA" .'
4, (B+C)A=BA+CA 0 OF el

6. (BC) =C'B'

8. BC%CB

Find the Matrix Products. ‘ el ehaus R

10=1] v _'-'f‘-_.ifr.l';f sl
_:‘ 2l 5N 3" ;

9. [2 5][; ";]
i [

13 -5 -2 ‘—2~ 1 K :
i3l =3

3=l A e T
T4 S - il

M

amimeEn b s




6.5 MULTIPLICATIVE INVERSE OF A MATRIX

651 Determinant Function

Inthis sectlon we are going to define a new function, called a determinant
of a square matrix. Its domain is the set of all square matrices with real
elements, and its range is the set of all real numbers.

If 4 is a square matrix, then der 4 or |4| read “The determinant of 4
_ is used to denote the unique real number.

- The determinant of a matrix of order 2 is defined as follows.
‘ X . det a b _|a b
i - - c d c d

= ad —bc

6.5.2 Evaluate Determinant of a Matrix

EXAMPLE-1
=1 -
If A = [ 5 j] , then evaluate det A.

spiunom 4] = [ l (~D)x(~4) — (=3)x2

= 4+6 = 10

ot

EXAMPLE-2 > -
If 4= [: 2], then evaluate det A.

i e 6 2 .
 SoLTON: det 4 = ,4 2’ = =
 EXAMPLE-3

1
Lo -~

iFt
§A
I
]

e 4 , then evaluate det A.
10 4 ok it

Shet e
i e
oy
.

. 'J.}_' :‘ 3 : 5 2 o ! | .

5. i -
¥ N
g2 156
- o o { ;
: r +



6.5.3 | Singular and Non-Singular Matrices

Singular Matrix:

A square matrix A is called a singular matrix. If det 4 = .0

EXAMPLE

(12 6 5
roa-|; )
6 3

12 6
6 3

det A = 36-36

det A = 0. Hence matrix A is singular.

Non-Singular Matrix:

A square matrix 4 is called non-singular matrix, if det 4#0.

EXAMPLE
a4 = 28
6 8
; 20085
det A=\ .= 16-30
. 6 &8
det A = —14+0. Hence matrix A.i.'s‘non-singular. , o

6.5.4 Adioim of a f;'%c'a'&z‘ix

let 4 = [ z] be a square matnx of order2x2 Then the matnx
C

-'obtalned by interchanging the elements of the dtagonal (e aand’ d)

and by changing the signs of the other elements 5 and c is called the. .

adjoint of the matrix 4.

18

-

-

R




[ d

B b ‘
If A=a ] ,then adj A =
d . —C

(oE

= ¢
e Look at another example:
\; > o —

| - =) =

' ‘ : P = then dj P =

! If Ll ] adj "

I 6.5.5 Multiplicative Inverse
| " In the set of real n‘umbers, we know that for each real

4l . The adjoint of the matrix 4 is denoted by adj 4. For example:

o
¥

number a

- . (except zero) there exists a real number a™' such that aa™ = 1.
& - The number o’ is called the multiplicative inverse of a.

that 44 = 47’4 = I, provided det 4 0.

adj A

At =
4]

, | 4] # 0

Similarly, each square matrix 4 has a multiplicative inverse 4~/ such

Multiplicative inverse A~ of any non-singular matrix 4 is given by

inverse of 4 does not exist.

If 4 is @ singular matrix then the multiplicative

< Ning 10 Xdes
"square matnx Ais afways umque

fm] 2

o



EXAMPLE

. Aopyd ' e ;
IfA = [5 4}, then verify AA™ = 4774 =']

where I is the identity matrix.

SOLUTION: 4 2] it Sl
= ; adf“[ ]
5 4 N [

4 2
9
16-10
|A| = 6+#0

| 4] =

We have A" =— adj 4

1
6 —
(4 2] 4 -2
Consider AA™ = i : ‘
“ 6|5 4[5 4

5D
AA" = ;
0 1
Nl : [ 4 .—2 4.2
Consider A7 4 = -
A =50l

L

6 .

[ 1| 16-105 255 48=8 -1 AloMd
6 |-20+20  -10+16| 6

159

_1[16-10.  -8+8 | _1[6 0
“620-20  -10+16] 6|0 6

]_

0 6|

o)

]



t 856 Inverse of a Non-Singular Matrix

LS
g e , provided, ad —bc # 0.

B (U e e . |la b / ]
é, o -‘lfhe mat_nx [c ,d:, has the IR e 4
i jﬂ;ﬁ}‘-’f ’ EXAMPLE-1

L T4 = [:4 9‘], then find inv_erse of matrix A.

fae ‘ :
il : - ’ T -
o S e A S
| I silie 9 14 7
| el i 3
4] =]
149

|4] = 63-42 = 2120

e

We know that 4™ = ﬁ adj 4

IS . T
f e i D 21 |-14 7

'} 2 = RS
] , el T R
: ' 3

J | SU il 2]
X % 21 121 g

. EXAMPLE-2

- IfB = , then find B™.
_[_3 _2] {hn rfd_B .

B g g 2 4
f-é ~ -3 -2-] “dj3=[3 3]

£.

b _3.'--4,""_' T



]Bl =—-6-12 = —18¢‘0

‘We know that B = é adiB 61 R g

1 |2 4 --'.";H'.'T*J'f":rl 4, B
Tl s o e

VI ,'
BRI
Fi i _ | . s 11 3
— —18 —18 : ‘ ‘ -n-:: -

EAEN et
18 18] oW il

1
B—l:_ 9 9

EXAMPLE-3 | o
3 g .
ISP = [6 4} , then find P~ if possible.

SOLUTION: E % sy ,\4 o
T st £

- i

f“l‘_ e

']

13 2




rr"-v—‘r-' e
’ AND DETERMINANT

~ MA ‘ln.z.“

6.5.7 Verify (a)~'=87"'a"

We verify this with the help of following example.

| EXAMPLE
e | 36 4 7]
o IfA = B = . then verify (AB)" = B'4”"
1 [2 ]] |:5 4] fy (48)
: ™
fits SOLUTION: il 3 614 2
| T : 2 1|5 4
| 12+30 | 6+24] [42 30
i +
. 4B = et
' 8 +5 4+4 13 8
42 30
. |4B| = = 42x8—-13x30
13 8|
T, |
o o = 336390
.
: = —54%0

/
der LHS = (4Bl = — dAB
| (: IABlaj( )




Now B =

B—I

Consider B4

Il

~ From (i) and (i)
@B =B




* MATRICES AND TE

[ XERCISE — 6.5

I- | Find the determinants of the following matrices.

) [Z ;] (i) [‘f ﬂ (iw_[j :fJ ()
2. Identify the singular and non-singular matrices.

(i) [*Il _33] (i) B i] (i) {": l’j

, 3. Findthe inverse of each matrix 4 and show that A4 =1.
{ If the inverse does not exist, give reason.

Co |~ ~I~
A~ Co|w

; il 9 (2 1] o 2 0
| I " 144
(o 3] A w [ 3}
I )
| - =0 3
R ) w [0
_3 _2 _2 8_ —0 —1
Tty
(vii) 38
Eig T

3 4
(@) Find M~

" A 10
| 4 LetM =[ ]

i

:I‘, B = j[3 3 1] , verify that (4B)™ = B4,

164



6.6 SOLUTION OF SIMULTANEOUS LINEAR EQUATIONS

To determine the valye of two variables, we need a pair of equations.
Such a pair of equations is called a system of simultaneous linear
equations.

1- The technique of solving a pair of simultaneous equations by
{a) Matrix Inversion Method :
(b) Cramer’s Rule :

2- To apply the technique to solve some practical problems.

6.6.1 Mairix inversion Method
Let ax+a,y=>b, ......... (i)
and a;x+a,y=b, ... (ii)

be the two simultaneous linear equations. These equations can
be written in matrix form as: ; |

ax + a,y b, ; - e |
l:a3x i ‘143’] B [bz] LA ‘
_ a, a,|[x b, ’
e |:“3 “4] L’} i L’z]
or AX =B ... (i)

a] 612 X bl
where 4 = , X =| |,B=
a a 27 b,

To find values of the variable x and y, the eqUation (iii) is solved by
the following method. ;

AX =B

If 4 has an inverse 47, -
- then 44X = A7'B (~A'A=1)
IX = A'B (cIX=X)
X = ‘TZTB provided| 4|#0

In case 4 is singular (|4] = 0), then it is not possible to find the
solution of the given equations. > T2 RIS
165

o <ruatt Bahe Bl = -~ 1! S



EXAMPLE
Solve the following set of equations using the matrix inversion
method. 3x—4y=7 Sx—7y=12

SOLUTION:

‘The given simultaneous equations may be written in matrix
form as: :

- R

2B (9. = x 7
SRR A RS AREA

3 -4
|4 = ‘=—2z+2o=—1

S -7
|A4| = -1#0
" As 4 is non-singular matrix, so the equations can
be solved.
-7
P = A R
| A| -1|-5 3
o 7 —4]
5 -3

-4\ [7
-3| |12

] y=- I




Cramer’s Rule:_

Simultaneous linear equations can be solved by Cramer's rule. The
method to solve linear equations by Cramer’s rule is explained below.
Consider the linear equations.

a;x + a,y = b,

asx + a,y = b,
In matrix form

4 a| [x]_ b,
a; 4a, y _bg
AX = B
Ve q, 01], X=[x:l, B = b.'
a; ay y b,
a, a :
|4| = , provided| 4|#0
a; a, ]
b
D, | = @
b, a,
T2 = a b
¢ a; b,
D, 1D,

Now x=—- and y=
| 4] | 4]

EXAMPLE-1

- Use Cramer’s rule to solve the following linear equations.
x+3y=6 , 2x+y=4

SOLUTION: x + 3y =6 , 2x +y = 4 .in matrix form:
1 8535 ey _—6
2 1] |y] |4 o
AX = B

_'1_'3
. B L

L

167
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-rh L] : . A'-:

5

w - ..|,;~ sownou We denote apple by ‘x
i  then 7x+4y=11
& Sx+2p=7
In matrix form

1 3
4| = =1-6=-5%0
4=, , .
6 3
| D, | = =6-12=-6
4 1
1 6
D,| = =4-12=-8
il P
=6 |D,| _ -8
— and y = —2+ = —
= and y Al —
" 8
, y=3 Solution set = {(— = )}

7 apples and 4 pears cost Rs. 11 while the 5 apples and 2 pears -
oostRs 7 How much each apple and pear cost ?

"and pear by ‘y’

HEd

T =14-20 = —620
'IIHUBIQQ s vgln

, 21=22-23 2 -6




DETERMINANTS

iBKl\"MPLE -3 e R --
Find two numbers whose sum is 67 and dlﬂ'efance

SOLUTION: ; e
Let x and y be two numbers and alsox >y

x+y=67___ () L
ey =3 () -
In ‘matrix form: [ I 1] [x“ 67] F
' 1 =0

EXAMPLE-4
A belt and a wallet cost Rs. 42, w

- SOLUTION: i
7 Let the cost of a belt and \




 MATRICES AND DETERMINAN

-.'.. ll --.Ih & .!i:l.l'\',-_'l'\lc-»I ' Wl .I
. |d|=_  =4-7=-3%0
7 4

III_r‘\ 'D:I_: - : X'_—'A_IB

G- L X»=(ade) 5

i - 14

L : '..-ill'h- . - = 1 4 _] 42
N 37 11203

5};‘; x| _ _1— 168 — 213
-yl 3[-294 + 213

S |
i -



E XERCISE - 6.6

e —a |
1- Write the equation 2x +ky=7and 4x — 9y 4 in matrix form. Also
find the value of k if the matrix of the coeffi cients is singular. -
2. Solve the simultaneous equations by the matrix inversion method
where possible. Where there is no solution, explain why thisiis so.
(i) 2x-5y=1 (i) 3x+2p=10 (iii)  4x+5y=0
3x-7y=2 2y-3x=-4 2x+5y=1
(iv) 5x+6y=25 v) x+y=2" i) 3+§._1
3x+dy=17 e e  —dxty=14
3. Solve, using matrix inversion method '
3x—y=10
2x+3y=3
4. Use Cramer’s rule to solve the simultaneous equatlons Gwe the o
reason where solution is not possible. e g
(i) x+2y=3 (i) 2x+y=1 (m) x@3y=u
x+3y=35 Sx+3y=2 : 2x-hv8)}
(iv) —2x+6y=5 ) x=3y=05 dHnaE e (1 - SxH
x—3y=-7 26— Sp=9 us :

.« l

5. Write the following matrices in the form of Imeanequﬁ g\ 3

LR RS L |
o 5 SlblaE




Review Exercise-6

Kircle the Correct Answer. '

e number of rows and columns in a matrix determine its:
|‘ order (b) rows

columns (d) determinant

matrix consisting of one row is called a:

row matrix (b) column matrix

identity matrix (d) scalar matrix

o matrices are conformable for addition, if they are of
the same order . (b) the different order
the order 2x 2 (d) order3x3

are matrix the number of rows and columns is:

(b) 3x2
M 2x1

the same order and equal corresponding

(b) diagonal matrices

(0)  unequal matrices

S are:




9. In matrices (4B)' =?

i (a 4 () B e ey & .’_\u‘;jﬂ
:t © B A @ .A' B L
= iy gt O e Wi
—— 10. In matrices(4 B)" =? st 2l
X (8 4 () B!
< (c) B-l A'l (d) A-I B_]‘
3 II- Fill in the blanks. P RIS A
_ 1. The number of rows and columns in a matrix-dete,rmine RIThET
3 (o B : LY ISR
; 2. A matrix consisting of one row only is called a o e el k
" 3. Two matrices are conformable for addltlon if they are. Ly e init ‘
. of the :
; 4. In a square matrix the number of rows and columnsis___ |
5 5. Two matrices of the same order are ___ - gj! mq; g !
i corresponding elements are same. |

" In a unit matrix the diagonal elgments are_
(AB)C = A(BC), where A,B and C are fmatﬁéé's’iff*_ls

- -1-5_-4,1 :-.c}r,sr. Ak

under multiplication.

If f.i' =-4, then the matrix 4 is said to be

‘Ibl& LFed "-'.

it S Jﬁ%ﬁmuﬂrﬁl&'

In matrices (4B)' =




Symmetric matrix: A matrix 4 is said to be symmetric, if 4' = 4.

SUMMARY

Matrix: A rectangular array of numbers, enclosed by a pair of brackets
and subject to certain rules is called a matrix.

Order of a matrix: The humber of rows and columns in a matrix determine
its order.

Row matrix: A matrix consisting of one row only is called a row matrix.

Column matrix: A matrix consisting of one column only is called a column
matrix.

Square matrix: In a square matrix, the number of rows and columns are
equal.

Rectangular matrix: In a rectangular matrix, number of rows and columns
are not same. -

Zero or null matrix: If all elements in a matrix are zero, the matrix is
called a zero or null matrix.

Unit or Identity matrix: In an identity matrix, the diagonal elements are
unity and off diagonal elements are all zero.

Transpose of a matrix: A matrix obtained by interchanging rows into
columns is called transpose of a matrix.

Skew-Symmetric matrix : Amatrix 4 is said to be skew-symmetric, if A' =—A.

Determinant: A real number associated with a square matrix is called
determinant of a square matrix.

Singular matrix: If the determinant of a square matrix is zero, it is
called a singular matrix, otherwise non-singular matrix.

Adjoint of a square matrix of order 2x 2

In the adjoint of a square matrix of order 2x 2 the diagonal
elements are interchanged, whereas the sign of other diagonal
elements are changed.

Multiplicative inverse of a square matrix,

A matrix B is said to be multiplicative inverse of ‘4’, if AB = 1.




