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3.1 Introduction

While solving linear systems of equations, a new notation was introduced to reduce
the amount of writing. For this new notation the word matrix was first used by the English
mathematician James Sylvester (1814 - 1897). Arthur Cayley (1821 - 1895) developed the
theory of matrices and used them in the linear transformations. Now-a-days, matrices are
used in high speed computers and also in
other various disciplines.

The concept of determinants was used by Chinese and Japanese but the Japanese
mathematician Seki Kowa (1642 - 1708) and the German Mathematician Gottfried Wilhelm
Leibniz (1646 - 1716) are credited for the invention of determinants. G. Cramer (1704 - 1752)
applied the determinants successfully for solving the systems of linear equations.

A rectangular array o f numbers enclosed by a pair o f brackets such as:

(i)

AW o=
ro

is called a matrix. The horizontal lines of numbers are called rows and the vertical lines
of numbers are called columns. The numbers used in rows or columns are said to be the
entries or elements of the matrix.

The matrix in (i) has two rows and three columns while the matrix in (ii) has 4 rows and
three columns. Note that the number of elements of the matrix in (ii) is 4 X 3 =12. Now we
give a general definition of a matrix.

Generally, a bracketed rectangular array of mxn elements
a, (i=1,273,...m; j=1,2,3,..,n),arranged in m rows and n columns such as:

a, 4, a3 - 4,
yy Gy Ay 0 Oy, (iii)
_aml amZ am3 amn a

is called an m by n matrix (written as m X n matrix).

m X n is called the order of the matrix in (iii). We usually use capital letters such as A, B,
C X, Y, etc, to represent the matrices and small letters such as g, b, ¢.... , m, n,...,a,,, a,,, a,
..., €tc,, to indicate the entries of the matrices.

Let the matrix in (iii) be denoted by A. The ith row and the jth column of A are indicated
in the following tabular representation of A.

117

jth column
a, 4 4a; a; a,,
ay Ay Ay a,; a,,
ay 43 4y ay; as,
A = . . . . . (lV)
ithrow— | a4, @, a5 - a; - a,
_aml amZ am3 amj e amn_
The elements of the ithrowofAarea, a, a, ... 0j o a,
while the elements of the jth column of Aarea,; a, a, ... 0, .....q .

We note that g;is the element of the ith row and jth column of A. The double subscripts are
useful to name the elements of the matrices. For example, the element 7 is at a,, position in

i 2 -1 3
the matrix
-5 4 7

A=la]l, ,orA=[a] fori=1,23..,mj=1,23,..,n where ag,is the element of the ith
row and jth column of A.

The elements (entries) of matrices need not always be numbers but in the study of
matrices, we shall take the elements o f the matrices from R or from C.
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Row Matrix or Row vector: A matrix, which has only one row, i.e.,, a 1 X n matrix of the matrix A. For example, | ™, “+| in the matrix the entries of the principal diagonal
form[a, a, a, ... a,]is said to be a row matrix or a row vector.

O“
*

..
0
.
0

Column Matrix or Column Vector: A matrix which has only one columni.e., anm X 1 are a

. 0,5 055, 0,, and the entries of the secondary diagonal area,, a,,, a,,, a,,.

[a,, | The principal diagonal of a square matrix is also called the leading diagonal or main
a,; diagonal of the matrix.
matrix of the form |4, | issaid to be a column matrix or a column vector.
i | Diagonal Matrix: Let A = [g,] be a square matrix of order n.
For example [1 -1 3 4]is a row matrix having 4 columns and is a column matrix having If a, =0 for all i # j and at least one a, # 0 for i = j, that is, some elements of the
3 rows. principal diagonal of A may be zero but not all, then the matrix A is called a diagonal matrix.

The matrices
Rectangular Matrix : If m # n, then the matrix is called a rectangular matrix of order m x

n, that is, the matrix in which the number of rows is not equal to the number of columns, is L o0 0 0000
: : 0100 , :
said to be a rectangular matrix. [7] |o 2 ojand | = | arediagonal matrices.
1005
00 0 4
2 30
2 31 1 2 4 :
For example; and are rectangular matrices of orders 2 X 3 and 4 x 3 . :
-1 4 3 -1 5 Scalar Matrix: Let A= [a,./.] be a square matrix of order n.
0 1 2 If a,= 0 for all i #j and a,= k (some non-zero scalar) for all i =, then the matrix A is

respectively. :
P y called a scalar matrix of order n. For example;

Square Matrix : If m = n, then the matrix of order m X n is said to be a square matrix of order

n or m. i.e., the matrix which has the same number of rows and columns is called a square 2 0 0 3000
: : 0 0300 : :

matrix. For example; [(7) 7} 0 « o0]and 00 3 ol scalar matrices of order 2, 3 and 4 respectively.

5 s 11 2 L0 0 a 00 0 3
[0], {_1 6} and |2 -1 8| aresquare matrices of orders 1, 2 and 3 respectively.

35 4
Let A = [a,] be a square matrix o f order n, then the entries a,,, a,,, a,, ..., a, form the Unit Matrix or Identity Matrix : Let A = [a,] be a square matrix of order n. If a, = 0 for all
principal diagonal for the matrix A and the entries a,,, a, ., a,,, ... d,,,,a,form the i#janda,=1foralli=j, then the matrix A is called a unit matrix or identity matrix of order
secondary diagonal for the n. We denote such matrix by I _and it is of the form:
version: 1.1 version: 1.1
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10 0 - 0] Transpose of a Matrix:
010 - 0
I,=[0 0 1 - 0 If Ais a matrix of order m X nthen an n X m matrix obtained by interchanging the rows
P : and columns of A, is called the transpose of A. It is denoted by A'. If [a,],, then the transpose
000 - 1] of A is defined as:
A=[a’],.,Wherea'=a,..fori=1,2,3, ..,nandj=1,23, ...,m
1 00
The identity matrix of order 3 is denoted by I, thatis, 7,=|0 1 0 b, b, b, b,
001 For example, if B=[b], ,= |b, b, by b, |, then
b31 b32 b33 b34
Null Matrix or Zero Matrix : A square or rectangular matrix whose each element is zero, is B'=1[b’], ;where b’,=b,fori=1,234andj=1,231ie,
called a null or zero matrix. An m X n matrix with all its elements equal to zero, is denoted
by O_ . Null matrices may be of any order. Here are some examples: T s b b
11 12 13 11 21 31
g LD bn Byl by by by
0 0 0]|0 O 0110 0070 b'y by, by by by by
[0].[0 0 0]’{0 0 OHO o}’ 8 : g 8 8 8 by by byl B by by
Note that the 2nd row of B has the same entries respectively as the 2nd column of B*and
O may be used to denote null matrix of any order if there is no confusion. the 3rd row of Bt has the same entries respectively as the 3rd column of B etc.
Equal Matrices: Two matrices of the same order are said to be equal if their corresponding Example 1:
entries are equal. For example,A=[a/] and
B= [b,.j]mxn are equal, i.e., A= Biff a;= b,.jfor i=1,2,3,...mj=1,23, .. , n. In other words, 1 0 -1 2 2 -1 3 1
A and B represent the same matrix. If 4=3 1 2 s|and B=|1 3 -1 4| thenshow that

0 2 1 6 31 2 -l
3.1.1 Addition of Matrices
(A+By=A+8
Two matrices are conformable for addition if they are of the same order.

The sum A + B of two m X n matrices A = [a,] and B = [b,] is the m x n matrix C = [¢,] formed Solution :
by adding the corresponding entries of A and B together. In symbols, we writeas C=A+B, 1 0 -1 2102 -1 3 1 142 0+4(=1) —1+3  2+1
thatis:[cij]=[aij+b,j] A+B=3 1 2 5{ |1 3-1 49 |81 43 21 5 4

0 2 1 6| |3 1 2 —1| |[0+43 =241 1+2 6+(-D)
wherec,=a,+b,fori=1,2,3,...,mandj=1,23, ....n 3 -1 23

Note that a, + b, is the (i, j)th element of A + B. =4 4 1 9}
3 -1 35
version: 1.1 version: 1.1
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and (A+B)=

3

O = h~ B

Taking transpose of A and B, we have

(1)

1 30 (2 1 3]
0O 1 2 -1 3 1
A == and B’ , SO
-1 2 1 3 -1 2
2 5 6] 14 -1
1 3 0 2 1 3 (3 4 3]
0O 1 -2 -1 3 1 -1 4 -1
A +B = + = (2)
-1 2 1 3 -1 2 2 1 3
2 5 6] |1 4 -1| |3 9 5]

From (1) and (2), we have (A + B)t = A + Bt
3.1.2 Scalar Multiplication

If A=[o,]is m x nmatrix and k is a scalar, then the product of k and A, denoted by kA, is
the matrix formed by multiplying each entry of A by k, that is,
kA = [ka,.j]
Obviously, order of kAis m x n.

IfA=[a]eM,, (the set of all m X n matrices over the real field R then ka, € R, for all i
and j, which shows thatkAe M__ . Itfollows thatthe set M possesses the closure property
with respect to scalar multiplication. If A, B M and r,s are scalars, then we can prove that
rsA)=(rs)A, (r+s)A=rA+sA r(A+B)=rA+rB.

3.1.3 Subtraction of Matrices

IfA= [a,.j] and B = [b,.j] are matrices of order m X n, then we define subtraction of B

A-B=A+(-B)
= [a,.j] + [—b,.j] = [a,.j—b,.j] fori=1,2,3,.mj=1,2,3,..,n
Thus the matrix A — B is formed by subtracting each entry of B from the
corresponding entry of A.

3.1.4 Multiplication of two Matrices

Two matrices A and B are said to be conformable for the product AB if the number
of columns of A is equal to the number of rows of B.

LetA= [a,.j] be a 2x3 matrix and B = [b,.j] be a 3x2 matrix. Then the product AB is defined
to be the 2x2 matrix C whose element ¢, is the sum of products of the corresponding
elements of the ith row of A with elements of jth column of B. The element c,, of Cis shown
in the figure (A), that is

First column of B

elLearn.Punjab

version: 1.1

from A as:

"'bll
‘ » b,
) b,
. a, a a5
2nd row of A AT
Fig.(A)
G = az1b11 + azzbz1 + az3b31' Thus
T b b b b b b
AB _{an ap a13:| b |:a11 11 T A0y T a0y 40 + a0y, T4, 32:|
= b1 Oy
) 4y dy b ayby, +ayb, +ayby,  a,b, +ay,b, +ayb;,
51 O3
b, b, 4 a 4
Similarly BA=|b, b, { e 13}
a a a
b b 21 Gy Ay
| D51 D3,
b,a, +b,a, b,a,+bya,, ba,+b,a,
=tbya, bpa, +b,a, bpa,, +h,a; bay
_b31a11 +by,a,  bya, +bya,, bya;+byan,

O,

version: 1.1
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AB and BA are defined and their orders are 2x2 and 3X3 respectively.

Note 1. Both products AB and BA are defined but AB # BA
2. If the product AB is defined, then the order of the product
can be illustrated as given below:

Order of A M XN
Order of B C nxp )
Order of AB mxp
2 -1 0 2 23

Example 2:If 4=|1 2 -3|and B=|-1 -4 6|, then compute A%B.
1 2 =2 0 -5 5

Solution :

2 -1 02 -1 0
A=44 |+ 2 3|+ 2 3
1 2 2|1 2 =2

4-1+0 -2-2+0 0+3+0 3 4 3
=|2+2-3 —-1+4-6 0-6+6|=1 -3
2+2-2 —-1+4-4 0-6+4 2 -1 =2

3 4 312 23
JAB=|1 -3 0|-1 -4 6
2 -1 =210 -5 5

6+4+0 —-6+16—-15 9-24+15 10 -5 O
=12+3+0 -2+4+12+0 3-18+0 (=5 10 -15
4+1+0 -4+4+10 6-6-10 5 10 -10

version: 1.1

3.2 Determinant of a 2 X 2 matrix

We can associate with every square matrix A over R or C, a number |A|, known as
the determinant of the matrix A.
The determinant of a matrix is denoted by enclosing its square array between vertical
bars instead of brackets. The number of elements in any row or column is called the order
of determinant. For example,

ifA:{a

C

b
d}’ then the determinant of A is “
C

b
‘. Its value is defined to be the real number

ad — bg, that is,

. 2 -1 1 4
For example, if 4= and B ,then
4 3 2 8

2 -1
|A|:4 3‘ =(2)3)-(-1)4)=6+4=10

1 4
and |B|=2 8‘ =(1)8)-(4)(2)=8-8=0
Hence the determinant of a matrix is the difference of the products of the entries in the

two diagonals.

version: 1.1
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3.2.1 Singular and Non-Singular Matrices

A square matrix A is singular if |[A| =0, otherwise it is a non singular matrix. In the above

2 -1
example, |B| = 0 = b4 is a singular matrix and |A| =10 20 = A = is a
2 8 4 3

non-singular matrix.

3.2.2 Adjoint of a 2 X 2 Matrix

a b
The adjoint of the matrix A = L d} is denoted by adj A and is defined as: adj

. { d —b}
—C a
3.2.3 Inverse of a 2 X 2 Matrix

Let A be a non-singualr square matrix of order 2. If there exists a matrix B such that

1 0
AB=BA= I2 where 12 = {O J ,then B is called the

multiplicative inverse of A and is usually denoted by A7, that is, B= A"

Thus AA"=A'A=1[

1

z

Example 3: For a non-singular matrix A, prove that 4=

a b P q
Solution : If A= and A'= , Then:
c d ros

adjA

AAT = [, thatis,

sl -l

3. Matrices and Determinants

version: 1.1

or ap+br ap+bs| |1 0
cp+dr cq+ds 1o 1
{ap+br:1...—.l(i) = ap bs 0...(i1)
=

cp +dr=0..4iii)= cqg ds 1...(31v)

... €
From (iii), r = p p

Putting the value of rin (i), we have

a +b(_—c j—l:("d_bcj =1= d
p+b| —p T |p=1=p

- ad — bc

and r:_—cp:_—c d ¢

d° d ad—bec  ad-bc

Similarly, solving (ii) and (iv), we get

-b a
q: ) S =
ad —bc ad —bc
Substituting these values in {p q}, we have
ros
d -b
S = ad —bc ad —bc 1 d -b
—c a ad —bc|—c a
ad —bc ad —bc
o 1 .
Thus 4~ =— AdjA

z

version: 1.1
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53
Example 4: Find A" if A{1 J and verify that AA™T = A'A
53
Solution : |A|:‘1 1‘

Since |A|# 0, we can find A™.

A= iAde

z

Now AA" = 532 2
' S
2

5 3 15 15
—+

122 2 2] [t o .
T 1 3 {} ®

1
5 A |5 3
and A'.A= 2 2
-1 i 1 1
2

122 22| 1O .
== (11)
5 5 3.5/ |01
2

From (i) and (ii), we have

AAT = AA

version: 1.1
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3.3 Solution of simultaneous linear equations by using matrices

Let the system of linear equations be

(i)

ay X, +apx, =b }

ay X, +ayx, =b,

wherea,,, a,,, a,, d,,, b, and b, are real numbers,
The system (i) can be written in the matrix form as:

{a“ alz}ﬁ}:ﬁ} or AX =B (ii)
aZ] a22 xZ bZ
where A={a“ alz},X:{xl}Bz{bl}

ay Ay Xy b,

If |A| #0, then A" exists so (ii) gives
AT(AX)=A"'B (By pre-multiplying (ii) by A™)

or (ATAX=A"'B (Matrix multiplication is associative)
= X=A"'B (- A-1A:12)
= X=A'B

b
Thus :J : I

It follows from the above discussion that the system of linear equations such as (i) has

version: 1.1

a unique solution if |A| # 0.
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Example 5: Solve the following systems of linear equations.
2x, =4
i -xn=li+ = X 2x, 4 (i) The matrix form of the system HT e is
1) if) 2x, +4x, =12
x+x,=3]+ = 2x, 4x, 12
1 2x1] [4
. . . 3 —x, =1 =
Solution : (i) The matrix form of the system } is 2 4 x, 12
X +x,=3
3 1| x 1 1 2
11 |x | |3 and |4]= 5 4‘ =4-4=0,s0A" does not exist.
3 _1 x 1 . . . .
or AX=B....(I) where Az% } D% { 1} and B { } Multiplying the first equation o f the above system by 2, we have
1 1 X, 3 2x, +4x, =8 but 2x, + 4x, =12
S which is impossible. Thus the system has no solution.
|A|=‘ - ‘=3+1:4
- Exercise 3.1
1 1
and adj 4 :{ },therefore,
_ 2 3 1 7
3 1. If 4= and B , then show that
1 5 6 4
I 1
1f1 1 1 2 i) 4A-3A=A i) 3B-3A=3(B-A)
A== =
i ;
4 4 2. If 4 {i } show that A* =1
(D) becomes X =A"'B, thatis, !
1 1 3. Findxandy if
MR
B 3 1 2 1 3 1 1
X, _l i 3 ) X+ _ i X+ y
4 4 3 3y-4| |3 2 3 3y-4| |3 2x
1 3
4 T4 [ 12 3 0 3 2
|1 9l {2} 4. If 4= and B , find the following matrices;
L2 1 0 2 1 -1 2
4 4
& x =1andx,=2 ) 4A-3B=A i) A+3(B-A)

2 0 1 4 -2 3
5. Findxandy If N e
I y 3 0o 2 -1 1 6 1
version: 1.1
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6. IfA= [a,.j]3X3, find the following matrices;
i) ﬂ(,uA):(ﬁ,u)A i) (/1+,L1)A:/IA+,UA i) /IA—A:(/l—l)A

7. IfA= [a,.j]2X3 and B = [b,.j] show that A(4+B)=14+ AB.

2x3!

1 2 0 O
8. If A=+ b}andAz {0 0},findtheva|uesofaandb.

a

9. |If Azzzl _l}andAz F O]findthevaluesofaandb.
a b 0 1

1 -1 2 2 3 0
10. If 4= and B , then show that (A + B) = At + B,
0 3 1 1 2 -1

I 1 3
11. Find A%if 4= 5 2 6
-2 -1 3

12. Find the matrix X if;.

. 5 2(-1 5 . 5 2 2 1
I P e
-2 11|12 3 -2 1 5 10

13. Find the matrix A if,

5 -1 3 -7
i) [0 0 |4=]0 O
3 1 7 2

rcosg 0 —sing|l cos¢g 0 sing
14. Show that 0 r 0 0 1 0 |=rl,.

rsing 0 cos¢g ||—rsing 0 rcos¢

3.4 Field

A set Fis called a field if the operations of addition ‘+ " and multiplication . " on F satisfy

the following properties written in tabular form as:

Addition Multiplication

Closure
i) Foranya,beF, Foranya,b € F,
a+beF a.beF
Commuytativity
i) Foranya,b e F, Foranya,b € F,
a+tb=b+a a.b=b.a
Associativity

iii) For any a,b,c € F,

(a+b)+c=a+(b+q)

Foranya,b,c e F,
(a.b).c=a.(b.c)
Existence of Identity
iv) For any For any
ac F,30 e Fsuch that
a+0=0+a=a a.l1=1.a=a
Existence of Inverses

a € F,3 -a € Fsuch that 3% e Fsuch that
a+(-a)=(-a)+a=0 e =Bya=1
Distributivity o

D, talb+c)=ab+ac
D.:(b+c)a=ba+ca

vi) For any a,b,c € F,

o e F,31 e Fsuchthat

v) For any v)ForanyaeF,a#0

All the above mentioned properties hold for Q, R, and C.

3.5 Properties of Matrix Addition , Scalar Multiplication and

Matrix Multiplication.

If A, Band C are nxn matrices and ¢ and d are scalers, the following properties

are true:

version: 1.1
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1. Commutative property w.r.t. addition:A+B=B+A

2. Associative property w.r.t. addition: (A+B)+C-A+(B+ ()
3. Associative property of scalar multiplication: (cd)A = c(dA)
4. Existance of additive identity: A+ O=0+A-A (O is null matrix)
5. Existance of multiplicative identity: [A=Al=A ([ is unit/identity
matrix)
6. Distributive property w.r.t scalar multiplication:
(@) cA+B)=cA+cB (b) (c+td)A=cA+dA
7. Associative property w.r.t. multiplication: A(BC) = (AB)C
8. Left distributive property: AB+ C) = AB + AC
9. Right distributive property: (A + B)C = AC + BC
10. c(AB) = (cA)B = A(cB)
2 01 -1 0
Example 1: Find ABand BAif A=t1 4 2|and B=|2 3 1
3 0 6 -2 3
2 0 1)1 -1 0
Solution: AB=+1 4 2|2 3 1
3 0 61 -2 3

2x1+0x24+1x1 2x(=1)+0x3+1x(-2) 2x0+0x(-1)+1x3
= Ix1+4x2+2x1 1x(=1)+4x3+2x(-2) 1x0+4x(-1)+2x3
3x14+0x2+6x1 3x(=1)+0x3+6x(-2) 3x0+0x(-1)+6x3

3 -4 3
=11 7 2 (1)
9 —15 18
1 -1 o072 o0 1
BA=|2 3 ~-—1|1 4 2
1 =2 313 0 6

version: 1.1
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(Ix24+(=D)x1+0x3 1x0+(=1)x4+0x0 1x1+(=1)x2+0x6
=1 2%x2+43x1+(-1)x3 2x0+3x4+(-1)x0 2x14+3x2+(-1)x6
| Ix2+(-2)x1+3x3 1x0+(-2)x4+3x0 1IxI1+(-2)x2+3x6

(1 -4 -1
=4 12 2 (2)
9 -8 15

Thus from (1) and (2), AB # BA

Example2:If =+t1 0 4 2] ,then find AA*and (AY).

Solution : Taking transpose of A, we have

(2 1 3]
.= 0 5
A = , SO
3 4 2
0 -2 1]
2 1 3]
2 -1 3 0
-1 0 5
AA'=t1 0 4 2
3 4
-3 5 2 -1
0 -2 -1]

4414940 2+0+12+0 —6-5+6+0
={2+0+12+0 1+0+16+4 -3+0+8+2
| —6-5+6+0 -3+0+8+2 9+25+4+1
14 14 -5
=14 21 7
-5 7 39

version: 1.1
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2 1 -3
1 0 5 2 -1 3 0
t - t\ ) } 2 -1 3 0
AS A = 3 4 :2— , SO (A) 1 0 4 2 which is A, .
3 5 2 ] 7. If4=t1 0 4 2|thenfindAA'andAA.
[0 -2 1] 305 2 -1

Thatis, (A)*=A. (Note that this rule holds for any matrix A.) , _ _
8. Solve the following matrix equations for X:

Exercise 3.2

(2 3 2] 2 3 1
i) 3X-2A=B if A== L1 s and B s 4 J
1. IfA=[a], , then show that L . B
. I3xa ) (1 -1 2] (3 -1 0
) 1A=A ) Al,=A i) 2X-3A=B if A=t and B }
2. Find the inverses of the following matrices. =2 4 3] 4 2 1
M3 oo (2 31 (2 | 51 9. Solve the following matrix equations for A:
1) 1) ) | 1)
21 43 P 6 3 0 {4 3}4 {2 3 }_{—1 —4} i AF 1} {—1 2}{2 o}
3. Solve the following system of linear equations. 2 2 -1 2] [3 6 4 2] |3 1] [-15
i 2x,—3x,=5 i 4x,+3x,=5 . 3x,-5y=1 36 Determinants
5x,+x,=4 3x,— x,=7 —2x+y=-3
1 -1 2 2 1 -1 1 3 -2
4. 1f4=+3 2~ 5B 11 3 alandc=l 1 2 o | then find The determinants of square matrices of order n>3, can be written by following
1 0 4 1 2 1 3 4 1 the same pattern as already discussed. For example, if n =4
) A-B i) B-A i) A-B)-C iv) A-(B-0 _ _
ay, 4dp a4 4y ay, dyp Gz 4y
5 If 4— i 20 B- - 1 and € = 2i -1  then show that A= Ay Ay Ay Ay . then the determinat OfA=|A|= ayy Ay Ay Ay
1 —i 20 i —i i a3 4y A3y Ay a3 4y Ay Ay
a a a a a a a a
i) (AB)C=A(BC) ii) (A +B)C=AC+BC | “41 42 43 44 41 42 43 44
Now our aim is to compute the determinants of various orders. But before describing
6. IfAand B are square matrices of the same order, then explain why in general; a method for computation o f determinants of order n>3, we introduce the following
i) (A+B)>#A2+2AB+ B? i) (A—B)#A?—2AB+ B? definitions.

i) (A+B)A—B)#A?— B2

version: 1.1 version: 1.1
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3.61 Minor and Cofactor of an Element of a Matrix or its Determinant

Minor of an Element: Let us consider a square matrix A of order 3 .Then the minor of
an element a, denoted by .M,.jis the determinant of the (3 — 1) X (3 — 1) matrix formed by
deleting the ith row and the jth column of A(or|A]).

For example, if

a4 4
A=|a, a, a,|, then the matrix obtained by deleting the first row and the second

ay  dy  dsg

dy dy

column of A is { } (see adjoining figure) | a,, d,, a, | and its determinant is the

ay Ay
a4y dsg

minor of an, that is,

a a
Vi 21 23
12

ay Ay

Cofactor of an Element: The cofactor of an element a, denoted by A, is defined by A, = (-1)
"IXM,
where M, is the minor of the element a, of A or |A].

a, dy

For example, A, = (-1)"*M , = (-1)?

dy Ay

3.6.2 Determinant of a Square Matrix of Order n>3:

The determinant of a square matrix of order n is the sum of the products of each
elem ent of row (or column) and its cofactor.

a, 4 a4y a a,
ay Gy Ay a,; a,,
ay 4y Ay a,; a;,
If A=| : : : : : |, then
a, a, a, - a, - a,
a, a4, 4, a, a,, |

Al =a. A +a A, +aA . +..+a A fori=1,273..,n

or |[Al=a,A +a,A +a,A +..+a A forj=1,23,..,n
) ;o 2" 2 373 nj" nj
Putting i =1, we have
|Al =a,,A +a, A, +a A +..+a A whichis called the expansion of |A|by the first

127112 137113
row.

a4 dg
If Ais a matrix of order 3, thatis, 4=|a,, a, a,]|, then:

a3 43 Ay

|A| =a. A +a A, +aA +..+a A fori=1,273 (1)
or |[Al =a, At oA, +a A+ ... +a A forj=1,23 (2)
For example, fori=1,j=1andj =2, we have

|Al =03 AT apA LY OA )

or [A| :a11A11+021A21 +a31A31 (ii)

or |Af = 012A12+ azzAzz + 032A32 (iii)
(iii) can be written as:|A| =a (-1)"*M,, + a,(-1)*?M_,+ a,(-1)***M,,

e, |[Al =-a M +a, M, —a,M, (iv)
Similarly (i) can be written as |A| =a, M, —a M., —a, .M, (V)

Putting the values of M. ..M..: and M., in (iv). we obtain

ay dy a, A4y dy Ay
|A|:a11 —4ap +a;
ay, Ay ay Ay a4y
or |A | = 011(022033 - 023032) - 012(021033 - 023031) + 013(021032 - 022031) (vi)

or |[A| =a,0,,0,,+0,0,.0, +0,.0,0,-0,.0,.0,—0,.0,0,.-0.0,.0

"\
327 Y12M21Y33 Yq3M22Y3 (vi)

version: 1.1

version: 1.1
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The second scripts of positive terms are in circular order of
anti-clockwise direction i.e., these are as 123, 231, 312 (adjoining figure)
while the second scripts of negative terms are such as 132, 213, 321.

3. Matrices and Determinants elLearn.Punjab

3
An alternative way to remember the expansion of the determinant |A| given in (vi)' is
shown in the figure below.
Fig.
I -2 3
Example 1: Evaluate the determinantof 4=-2 3 1
4 -3 2
I -2 3
Solution: |4|=]-2 3 1
4 -3 2
Using the result (v) of the Art.3.6.2, that is,
|A| =a, M11 - 012M12 + C’13M13' we get,
1 -2 3
=17 el s
-3 2 4 2 4 3
=1[6 — 1(=3)] + 2[(-2).2 -1.4] + 3[(-2)(-3) -12]
=(6+3)+2(-4-4)+3(6-12)
=9-16-18=-25
version: 1.1

I -2 3
Example 2: Find the cofactors A, A,,andA,,if 4=|-2 3 1]|and
find |A]. 4 -3 2

Solution : We first find M., M,, and M.,

12!

2 1
4 2

1 3

M. . =
12 4 2

‘=—4—4=—8; M, =

‘=2—1 2=-10and M32=‘ 12 ?‘ =1-(-6) =7
Thus A, =(=1)"M_ =(-1)(-8)=8;, A,=(1)**M_,=1(-10)=-10
A, =(1)P2M,=1)7)=-7;
and |A| =a A, +0,A,+0,A,=(-2)8 +3(-10) + (-3)(-7)
=-16-30+21=-25
Note thata, A, +a, A, +a, A, =1(8)+(-2)(-10) + 4(-7)
=8+20-28=0
and a,A,+a, A +a,A,=3(8)+1(-10)+ 2(-7)
=24-10-14=0
Similarly we can show thata, A, +a, A, +0a, A =0;

a A +a A_+a_A_.=0anda A, +a A_+a A_=0;

11721 127722 137 23 117 731 127 32 137 33

3.7 Properties of Determinants which Help in their Evaluation

1. For a square matrix A, |A| =IA1

2. Ifin a square matrix A, two rows or two columns are interchanged, the determinant of the
resulting matrix is —|A|.

3. If a square matrix A has two identical rows or two identical columns, then |A| =

4. If all the entries of a row (or a column) of a square matrix A are zero, then |A| =0

5. If the entries of a row (or a column) in a square matrix A are multiplied by a number k
R, then the determinant of the resulting matrix is k |A].

6. If each entry of a row (or a column) of a square matrix consists of two terms, then its
determinant can be written as the sum of two determinants, i.e., if

a,+b, a, a;
B=|ay+b, a, ay|,

b then
ay +0;  ay,  dg

version: 1.1
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a,+b, a, a;| |a, a, a;| b, a, a;
|B|: ay, b21 =a,, Qy| |Gy Tdy Ay b21 Gy, Ay

a +by  ay, ay| |ay ay, agy| |by oay,  ag

7. Iftoeachentry of a row (or a column) of a square matrix A is added a non-zero multiple
of the corresponding entry of another row (or column), then the determinant of the
resulting matrix is |A|.

8. Ifamatrix is in triangular form, then the value of its determinant is the product of the
entries on its main diagonal.

Now we prove the above mentioned properties of determinants.

Proporty 1: If the rows and columns of a determinant are interchanged, then the value

of the determinant does not change. For example.

a a a a
1 12| _ _ 1 21
=0,0,,—-0,0,,=0.,0 a

a (rows and columns are interchanged)

119227 Y'Y T

a, A4y 12 YAy

Property 2: The value of a determinant changes sign if any two rows (columns) are
interchanged. For example,

a, 4
=a,.,0,,—0.0
11722 12721
ay Ay
a12 all — — i
and LT a,0,, —a,.0,=—a,.a,,-a,.a,)(columns are interchanged)
22 21

Property 3: If all the entries in any row (column) are zero, the value of the determinant is
zero. For example,

0 a, a;
a), dy

=0 (expanding by C)

0 a,, a23:O

as, Az ay dy

0 a, ay

Property 4: If any two rows (columns) of a determinant are identical, the value of the
determinant is zero. For example,

elLearn.Punjab

a
a =0, (it can be proved by expanding the determinant)
X

= o @
N O O

Property 5: If any row (column) of a determinant is multiplied by a non-zero number k, the
value of the new determinant becomes equal to k times the value of original determinant.
For example,

a, a .
|4|=]" |, multiplying first row by a non-zero number k, we get
ay 4y
ka, ka a, a
: ? = kaHaZZ o ka1zaz1 =k (011022_ 6712021) =k| " N
ay Ay 4y dy

Property 6: If any row (column) of a determinant consists of two terms, it can be written as
the sum of two determinants as given below:

a,+b, a, aj| |a, a, aj |b, a, a;
a, +b, a, ayl=la, a, ayl+lb, a, a,| (proofis leftforthe reader)

ay +by  ay, ay| |ay ay,  ap| by ay,  asg

Property 7: If any row (column) o f a determinant is multiplied by a non-zero number k and
the result is added to the corresponding entries of another row (column), the value of the
determinant does not change. For example,

a,  ap| |4 a,, + kay,

(k multiple of C, is added to ()

Ay Gyl |4y Gy tka,

It can be proved by expanding both the sides. Proof is left for the reader.

(2 2 3 4]
Example 3:If 4= ol , evaluate |A|
’ -5 -3 1 0
1 -1 0 2]

version: 1.1

version: 1.1



3. Matrices and Determinants eLearn.Punjab 3. Matrices and Determinants eLearn.Punjab

y 2 3 4 1 1 b+c
Solution : 3 1 5 -1 =x(a+b+c) 1 1 c+a|, (byproperty5)
Al=
4| s 31 0 1 1 a+b
I -1 0 2 . .
=x(a+b+0).0(- C and C, are identical or by property 3)
0 0 3 0 -0
x 0 1 1
0 4 5 -7
= ByR, +(-2)R,, R, +(-3)R,and R, + 5R, 0 1 -1 -]
0 -8 1 10 Example 5: Solve the equation =0
I -2 3 4
I -1 0 2
-2 x 1 -1

Expanding by first column, we have

_ Solution: By C,+C,and C, + C,, we have
|A| =0.A,,+0A, +0A, + 1A, Y&t 5 a5

0O 3 0 0O 3 0 x 0 1 1
=(-D*'x|4 5 T7=(-=D|4 5 -7 0 1 0 0 I
-8 1 10 -8 1 10 1 -2 1 o) -
=(-1)(-3)[4 X 10 - (-7)(-8)] = 3(40 — 56) = - 48 -2 x x+1 x-1
x a+x b+c . i {

Example 4: Without expansion, show that —
P P ¥ brx ctal=0 Expanding by R,, we get | 1 1 2 [=0 (v (=1)2=1)

b
X c+x a+ 5 xal x—l

Solution : Multiplying each entry of C, by —1 and adding to the corresponding entry of C, i.e.,

X 1 1
by C, + (-1)C,, we get By R, +2R,weget |1 1 2 =0
0 x+3 x+3
X a+x b+c| |x a+x+(-)x b+c x 1 1
¥ btx cta=\x bix+(-hx c+a or (x+3)[l 1 2/=0 (bytakingx+3 common from R,)
X c+x a+b |x c+x+(-Dx a+b 01 1
x a b+c 1 a b+c|( byproperty 5 or x 1 1
=lx b c+a| =x|l b c+al| taking x common — x+3=0 or 1 1 2/=0
X ¢ a+b 1 ¢ a+b from C, 01 1

Il a+(b+c) b+c
= xX=-3 or x=0 (~ R, andR,areidentical if x=0)
Thus the solution set is {-3, 0}.

=x|l b+(c+a) c+al,

1 c+(a+b) a+b

adding the entries of C; to the
corresponding entries of C,

version: 1.1 version: 1.1
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3.8 Adjoint and Inverse of a Square Matrix of Order n>3

a, G4, a; 4, A, A,
If A=|a,, a, a,;|,thenthe matrix of co-factorsof 4=|4,, 4, A4,|,
a; Gy Ay 4, A, Ay
All AZI A31
and adjAd=|4, 4, 4,|,
A13 A23 A33
Inverse of a Square Matrix of Order n=>3: Let A be a non singular

square matrix of order n. If there exists a matrix B such that
AB=BA=1,then Bis called the multiplicative inverse of A and is denoted by A™. It is obvious
that the order of A'isn X n.
ThusAA'=1 and A'A= [ .

If Ais a non singular matrix, then

A7 :Lade
4]
1 0 2
Example 6: Find A'if 4={0 2 1
1 -1 1

Solution: We first find the cofactors of the elements of A.

A, =(=D" _21 1‘ =1.2+1)=3, A, =(-D" (1) 1‘ =(-1)(-1) =1

A, =(=D" (1) _21‘ =1.(0-2)=-2, A4, =(-1)" _O ?‘ =(-1)(0+2)=-2
A4, =(-1)*" 1 ?‘ =1.1-2)=-1,  A,=(-1)"" i _01‘ =(-)(-1-0)=1
A, = (-1 g f‘ =1.0-4)=-4, A,=(-1)" (1) f‘ =(-D1-0)=-1

version: 1.1
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A= (- 1)3+3

! 0—1(2 0)=2
0 2 B

_A“ 4, A; 3 1 2
Thus [Aij']3x3: 4, A, Ay 2 k1
_A3
3
1

. A, A -4 -1 2
2 -4
and adj4=[4;],;= -1 -1| (A} =A,forij=1,23)
2 1 2
Since |Al= aﬂAH + 012A12+ C’13’413
=1(3) +0(1) + 2(-2)
=3+0-4=-1,
3 2 4] [-3 2 4
So A*:iade:i 1 -1 -1(=[-1 1 1
4] -1
-2 1 2 2 -1 2
-1 2 L3
Example 7:I1f 4= 1 4 |and {2 J then verify that
2 -1
(AB)t= B'A
-1 2 ~1-4 3427 [-5 -1
. 1 3
Solution: so 4B=|1 4 :{ J: 1-8  3+4 |=|-7 7
2 -1 2+2  6-1 4 5
(ABY = -5 -7 4
-1 7 5

1 2/-1 1 2 -1 1 2 1 -2
and B'A" = A= and B' =
3 1 2 4 -1 2 4 -1 3 1

[-1-4 1-8 242] [-5 -7 4
342 344 6-1| |1 7 5

Thus (AB): = B At

version: 1.1
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Exercise 3.3

Evaluate the following determinants.

5 2 -4 5 2 3 1
. )y |3 -1 =3 i) |3 -1 1| iii) |-1
-2 1 2 -2 1 =2 -2
a+l a-1 a 1 2 =2 2a a
wv) |a a+l a-Ill v)|-1 1 3 vi) |b 2b b
a—Il a a+l 2 4 -1 c c

2. Without expansion show that

6 7 8 2 3 -1 1 2 3
) 3 4 5]=0==i) |l 1 0] 0 ii) [4 5 6
2 3 4 2 -3 5 7 8 9

3. Show that

a, a, a3+t |4, a, a3 |4, a, Q;
) lay ay aytay|=la, ay ayltla, a, oy

Ay 4y Ay T Q| |Gy Ay Q| (A Ay Oy

2 3 0 21 0 a+!l a a

i) 13 9 6/=9]1 1 2| ii) a a I+ a l%(3a ¥
2 15 1 2 5 1 a a a+l
1 1 1 1 1 1 b+c a a

w) |x y z|=|x y 4| v) | ¢ a b

a rcos¢p 1 —sing
vi) la b Ol=d’ b  vii) 0 1 6 r
b

rsing 0 cos¢

a b+c a+b
vili) | c¢+a b+c|=a’ +b +c’ —3abe
c a+b c+a

vz zx Xxy| |x° y oz c c a+b

a+ /A b c
1X) a b+Ad ¢ |=A*(a+b+c+A)
a b c+A

1 1 1
x) |a b c|=(@—-Db)b-c)c - a)
a b

b+c a a
xi) |lc+a b b*|=(@a+b+c)a - b)b — c)c — a)

a+b ¢ c*

I 2 -3 5 -2 5
4. If f A=/ 0 2 O |andB=| 3 1 4 |then find;
-2 =2 1 -2 1 =2
) ALA,A,and |A| i) B,,B,,B,and|B|
5. Without expansion verify that
1 a 4
a B+y 1 1 2 3x bbc
i) | y+a 1|=0 i)=2 3 6 0 iii) I »* —| 0
y a+p 1 35 Ox “
1 ¢ <
ab

a-b b—-c c-a
v) |b—c c—a a-b|=0
c—a a-b b-c

bc ca ab

> |-
a o~

X Q|-

version: 1.1

version: 1.1
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c
—b
0

mn | ||l I* P
vi) |nl m m’|=|l m*® m
Im n n| |l n°
2a 2b 2c
Vi) la+b 2b  b+c
a+c b+c 2c
7 2 6/ |7 2 7 7 2 -1 —a 0
vin)|6 3 2(=|6 3 5|+|6 3 -3 ix) [0 a
-3 5 1] -3 5 31 -3 5 4 b —c
6. Find values of x if

3 1 x I x-1 3 1 2 1
) -1 3 4=230# | kx 1=2/ 0ii)) 2 x 2/ 0

x 1 0 2 -2 x 3 6 x

7. Evaluate the following determinants:

3 4 2 7 2 3 1 -1 -3 9 1
125 0 3 .4 0 2 1| ... 10 3 -1
1) 1) 111)

1 2 -3 5 5 2 -1 6 9 7 -1

4 1 -2 6 3 -7 2 2 -2 0 1

x 1 1 1
I x 1 1
8. Show that =(x + 3)x - 1)
1 1T x 1
I 1 1 x

9. Find |AA| and |AA| if

NE T L
1) =T, 3 11)

D~ N W

W = = N

version: 1.1

10. If Ais a square matrix of order 3, then show that |KA|=k3|A].
11. Find the value of 4 if 4 and B singular.
51 2 0]

5

4= , B=

[ NS I N AN
W W
—— O\ W

8 2 1
3 2 1
2 A -1 3

12. Which of the following matrices are singular and which of them are
non singular?

11 2 -]
1 0 3 2 3 -1
: . ... |12 -1 =3
) |3 1 -1 w|l 1 0] 1)
2 3 1 2
0 2 4 2 -3 5
3 -1 3 4]
2 1 0
13. Find the inverse of 4=|1 1 0]|andshowthatA'A=1,
2 =35

14. Verify that (AB)" = B'A" if

_ {1 2} {—3 1% - {5 1} {4 3}
1) A: = ,£ 11) A ,B
-1 0 4 -1 2 2 2 1

15. Verify that (AB) = B Atand if

1

1
1 -1 2
A= and B |3 2
0 3 1 {

16. If A:B | } verify that (47')'=(4")"

17.1f Aand B are non-singular matrices, then show that

)  AB)'=B'AT i) (A=A

version: 1.1
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3.9 Elementary Row and Column Operations on a Matrix

Usually a given system of linear equations is reduced to a simple equivalent system by
applying in turn a finite number of elementary operations which are stated as below:
1. Interchanging two equations.
2. Multiplying an equation by a non-zero number.
3. Adding a multiple of one equation to another equation.

Corresponding to these three elementary operations, the following elementary row
operations are applied to matrices to obtain equivalent matrices.
i) Interchanging two rows
i) Multiplying a row by a non-zero number
iii) Adding a multiple of one row to another row.

Notations that are used to represent row operations for I to III are given below:
Interchanging R, and R, is expressed as R <R, .
k times R, is denoted by kR. — R’
Adding k times R to R, is expressed as R, + kR, — R/,
(R"is the new row obtained after applying the row operation).

For equivalent matrices A and B, we write A R .B.

If ARB then BRA. Also if ARB and BRC, then AR C. Now we state the elementary column
operations and notations that are used for them.
) Interchanging two columns C, < C,
ii) Multiplying a column by a non-zero number kC. — C,
iii) Adding a multiple of one column to another column C, + kC, — C,

Consider the system of linear equations;

x+y+2z=1
2x—y=8z=12} which can be written in matrix forms as

eLearn.Punjab

version: 1.1

3x+5y+4z= 3

11 2x] [1 12 3
2 -1 8||ly|={12| OF [x y z]j1 -1 5|=[1 12 -3]
3 5 4)z] |3 2 8 4
thatis, AX=B (i) X'4 =B (ii)
11 2 x 1
where A=2 1 85X |y| and B |12
3 5 4 z -3

Ais called the matrix of coefficients.
Appending a column of constants on the left of A, we get the augmented matrix of the
given system, that is,

1 1 2 : 1
2 -1 8 : 12 (Appended column is separated by a dotted line segment)
3 5 4 : 3

Now we explain the application of elementary operations on the system-of linear equations
and the application of elementary row operations on the augmented matrix of the system
writing them side by side.

x+y+2z=1 11 21
2x+—-y+8z=1R 2 1 8 : 12
3x+5y+4z= 3 3 5 4 : 3

Adding -2 times the first equation to the  (By R+ (-2)R, —R’,and
second and -3 times the first equationto R, + (-3)R,— R’,, we get)
the third, we get

x+y+2z=1 11 2 : 1
“3y+4z=10 Rlo 3 4 t 10
2y—2z= 6 0 2 -2 : -6

version: 1.1
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Interchanging the second and third equations, we have (By R, <R, we get)

x+y+2z=1 1 1 2 : 1
2y-2z= 6 RIO 2 -2 : -6
_3y+4z=10 0 3 4 : 10

Multiplying the second equation by % we get By %RZ —R’, we get.

x+y+2z=1 11 2 : 1
y—z=-3 Rlo 1 11 3
—3y+4z=10 0 -3 4 : 10

Adding 3 times the second equationto By R, + 3R,—R’,, we obtain, the third, we obtain,

2= 3 RO 1 -1 i =3
E ...... ..°Z:1 O O 1 E 1

The given system is reduced to the triangular form which is so called because on the left
the coefficients (of the terms) within the dotted triangle are zero.
Puttingz=1iny-z=-3,wehavey-1=-3=y=-2
Substiliting z =1, y = -2 in the first equation, we get
X+(-2)+2(1)=1=x=1
Thus the solution set o f the given system is {(1, -2,1)}.
Appending a row of constants below the matrix A’, we obtain the

1 2
augmented matrix for the matrix equation (ii), that is L -5

2 8

1 12 -3

Now we apply elementary column operations to this augmented matrix.

version: 1.1
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By C, + (-2)C, — C’, and
G+ (-3)C, — C,

NS
o0
@
S
N
I
\S)

Cl2 =2 4| ByGC,oC, C|l2 -1 4 By%Cz—>C’2

1 -6 10| 1 =3 10|
1 0 0]
I 1 O
Cl2 -1 1[Byc, +3C,>C,
1 -3 1]
1 0 O
Thus [x y z]|1 1 0|=[1 -3 1]
2 -1 1

or [x+y+2z y-z z]=[1 -3 1]

x+y+2z=1
= y—z=-3
z=1

Upper Triangular Matrix: A square matrix A = [a,] is called upper triangular if all elements
below the principal diagonal are zero, that is,

a,=0foralli>j
Lower Triangular Matrix: A square matrix A =[o,] is said to be lower triangular if all elements
above the principal diagonal are zero, that is,

version: 1.1
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3. Matrices and Determinants

eLearn.Punjab 3. Matrices and Determinants

Triangular Matrix: A square matrix A is named as triangular whether it is upper triangular
or lower triangular. For example, the matrices

L 2 3 0 0 O
3 200 . .
0 1 4|and L s o are triangular matrices of order 3 and 4
0 0 6
-1 2 3 1]

respectively. The first matrix is upper triangular while the second is lower triangular.

Symmetric Matrix: A square matricesA = [a,] is called symmetric if A*= A.
From A=A, it follows that [a’,.j]nxn = [a,.j]nxn

which implies thata’,= a,fori,j=1,2,3, ... , N

but by the definition of transpose, a’, = a,fori,j=1,2,3, ....... , N.
Thusa,=a, fori j=1,23, ....n.

and we conclude that a square matrix A = [a,.j]nxn is symmetric if a,=0,

For example, the matrices

I 3 -1
137 |¢ g 30 5 6
,|h b f|and are symmetric.
3 2 y S -2
c
& 16 2 3]

Skew Symmetric Matrix : A square matrix A = [a,] ,  is called skew symmetric or anti-
symmetric if A* = —A.
From Af = —A, it follows that [a’,.j] =fori,j=1,23, ... , N
which implies thata’,=-a, fori j=1,23, .. , N
but by the definition of transpose a’,=a, for/,j=1,2,3,...n
Thus-a,=0,0ra,=-a,

Alternatively we can say that a square matrix A = [a,] = is anti-symmetric

elLearn.Punjab
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if a,=-0,.

For diagonal elementsj =1/, so

a.=-a,or 20.=0= a=0fori=1,23,.... . h
0O 4 1
ForexampleifB=|4 0 -3|then
-1 3 0
0 4 -1 0 -4 1
B'=|-4 0 3|=(-1)|4 0 -3|=-B
1 -3 0 -1 3 0

Thus the matrix B is skew-symmetric.
LetA= [aij] be an n x m matrix with complex entries, Then the n x m matrix [a,.j] where a, is the

complex conjugate of a, for all j, j, is called conjugate of A and is denoted byZ . For example, if

3—i  —i — 3= < 347 i
A= == |,then 4 _
20 1+ 2i  1+i =20 1-i

Hermitian Matrix: A square matrix A =[a,]  with complex entries, is called hermitian if (Z)t
=A.

From, (4) =Aitfollows that [z, ] =[a],,, which implies that @, = a, fori,j=1,2 3,....n but

by the definition of transpose, a; = @, fori,j=1,2,3,...., n.

Thus a,= g, fori,j=1,2,3,...., nand we can say that a square matrix
A= [a,.j]nxn is hermitian if a,=0, fori,j=1,2,3,....n.
For diagnal elements, j=iso a,=a, which implies that g isreal fori=1,2,3, ..., n

1 1-i
For example, ifA={ l},then
I+i 2

= 1 1+ —\t 1 1-i
IS O I
1-i 2 I+i 2

Thus A is hermitian.
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Skew Hermitian Matrix: A square matrix A = [g,]  with complex entries, is called skew-
hermitian or anti-hermitian if (4) = -A.

From (A)t = —A, it follows that [c_zﬂ = [-0,],,,
which implies that @, = -a,fori,j=1, 2, 3,.., n.
but by the definition of transpose, a_,;. =a, fori, j=1,2, 3,..n
Thus —a, =@, or a,= —a;, fori, j=1, 2, 3, .., n.
and we can conclude that a square matrix A = [a,.j]nxn is anti-hermitian if a,= —a;
For diagonal elements j=/i,s0 a,= —ai: = a,+ —a; =0
which holdsifa,=0or a, = iA where 4 is real
because0+0=00ril +il =il —il =0

0 2+3i

For example, if A =
-2+43i 0

— 0 2+3i
A:
-2+ 30 0

- (Z)t{ 0. —2+3z}=(_1){ 0 | 2—31'}:_/\
2+ 30 0 -2 -3 0

Thus A is skew-hermitian.

},then

3.10 Echelon and Reduced Echelon Forms of Matrices

In any non-zero row of a matrix, the first non-zero entry is called the leading entry of
that row. The zeros before the leading entry of a row are named as the leading zero entries
of the row.

Echelon Form of a Matrix: An m x n matrix A is called in (row) echelon form if

i) In each successive non-zero row, the number of zeros before the leading entry is greater
than the number of such zeros in the preceding row,

ii)  Every non-zero row in A precedes every zero row (if any),

iii)  The first non-zero entry (or leading entry) in each row is 1.

version: 1.1
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01 -2 4 1 2 -3 4
The matrices|0 0 1 2|and |0 0 1 2| areinechelonform
0 0 0 O 0 0 0 1
00 1 2 01 -2
but the matrices |0 1 3 -1jand |0 0 -1| arenotin echelonform.
0 0 O 0 0 4

Reduced Echelon Form of a Matrix: An m x n matrix A is said to be in reduced (row)
echelon form if it is in (row) echelon form and if the first non-zero entry (or leading entry) in
R;lies in C;, then all other entries of C; are zero.

01 0 4 1 2 0 0
The matrices |0 0 1 2| and [0 0 1 0| arein(row)reduced
0O 0 0 O 0 0 0 1

echelon form.

Example 1: Reduce the following matrix to (row) echelon and reduced (row) echelon form,

2 3 -1 9
I -1 2 -3
31 3 2
2 3 -1 9 1 -1 2 -3
Solution: 1 -1 2 -3 RI2 3 -1 9| ByR ©R
31 3 2 31 3 2
(1 -1 2 -3 ot -1 2 03
Rlo 5 —s 15| YRICDRSRL Ll 3 ey Le Sor,
- and R,+(-3)R, > R', ~
0 4 3 11 0 4 3 11
1 -1 2 =3 1 0 1 0
R0 1 -1 3 |ByR +(-4)R,—>R', R|0O 1 -1 3 |ByR +l.R, >R,
0 0 -1 -1 0 0 1 -1
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ool By R +(—1)R, > R'
- —
Rlo 1 0 2f 7™ 27
- 0 0 1 and R,+ 1.R, > R',
1 -1 2 3 1 0 0 1
Thus|0 1 -1 3 |land|0 1 0 2 |are(row)echelonandreduced (row)echelonforms
0O 0 1 -1 0O 01 -1

of the given matrix respectively.
Let A be a non-singular matrix. If the application of elementary row operations on A4:7 in
succession reduces A to I, then the resulting matrix is 7: 47",

A
Similarly if the application of elementary column operations on - in succession reduces
1

Ato I, then the resulting matrix is %

4 1
Thus 4:1 R I:4" and - C -
I 4
2 5 -1
Example 2: Find the inverse of the matrix A= |3 4 2
I 2 2
2 5 -1
Solution: [4|=|3 4 2 |=2(-8-4)-5(-6-2)-1(6-4)=-24+40-2
1 2 =2
=40-26=14 As |A| #0, so Ais non-singular.
2 5 -1 1 00
Appending I, on the left of the matrix A, we have |3 4 2 010
1 2 2 0 0 1

Interchanging R, and R, we get..

2]

— O O
oS = O

1 2 =2 :0 0 1 1 2 2
34 2 :01 O|RI0O 2 8
25 -1 :1 00 0 1 3
By —%Rz — R',, we get
1 2 270 0 17|10 6
01 -4 0 —l i RI0O 1 -4
2 2|
01 3 11 0 2] |, .
By =R, > R',, we have
106 :0 1 —2f|F00
01 —4:0 -2 201 0
2 2|7
00 1 : L L Lty o
i 7 14 2] |
6 4
7 7
. | 4 3
Thus the inverse of Ais | -—— ——
7 14
1
7 14
Appending I, below the matrices A, we have
2 5 —1]
3 4 2
1 2 =2
1 0 O
01 0
0 0 1 |

ByR, +(-3)R, > R,
5 and R, + (-2)R, > R/,

By R, +(-DR, > R/,
and R, + (-2)R, > R,

1 |ByR +(-6)R, >R
2| andR,+4R, > R,

version: 1.1
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Interchanging C, and C,, we get

(2 5 —1] -1 5 2]
3 4 2 2 4 3
2 =2 -2 21
............ Q C
1 00 0 0 1
01 0 01 0
00 1 | 10 0 |

-1

.| By(-1)C, — C,
0 1

10
0 0

By C, + (-5)C, — C’,and C, + (-2)C, — (', we have

i i 1 0 0]
1 0 0 21
-2 14 7
2 -2
2 -8 3 7
0 0 1 0 0 1
0 1 0 0 1 0
-1 5 2 | 14
-1 El 2
14

1 '
By HC2—>C2

By C, +(2)C, — C’, and C, + (-7)C, — (', we have

1 0 0 10 0
0 1 0 01 0

6 4, 00 1
L I B

o o 1|¢77 7
11 1] |4 3

7 14 2 7 14

> 5 1| |1 1
7 14 2] L7 14 2

By C, + (—gjq >C"

and C, +(§j C,—-C,

version: 1.1

B 4

7 7
Thus the inverse of A is i —i
7 14

1 1

7 14

Rank of a Matrix: Let A be a non-zero matrix. If r is the number of non-zero rows when it is
reduced to the reduced echelon form, then ris called the (row) rank of the matrix A.

1

-1 2 3

Example 3: Find the rank of the matrix |2 0 7 -7

1 -1 2 -3 1 -1 2
Solution: {2 0 7 -7 | R0 2 3
3 1 12 -11 0 4 6
1 -1 2 -3 1 -1
RIO 2 31 Ble2—>R'2R0 1
= 2 2 2 -
0 4 6 -2 0 0
-
2 2
3001 ,
RO 1 E ByR +1.R, >R
00 0 O

3

-3
-1
-2

S N|W

1 12 -11

ByR, + (-2)R, > R/,
and R, + (-3)R, > R/,

——|ByR, +(-4)R, > R/,

As the number of non-zero rows is 2 when the given matrix is reduced to the reduced
echelon form, therefore, the rank of the given matrix is 2.
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Exercise 3.4

I -2 5 -3 1 2
1. IfA=|-2 3 -1landB=|1 0 -I1|thenshowthatA+ Bissymmetric.
5 -1 0 -2 -1 2
2 0
2. IfA=13 2 -1}| ,show that
-1 3 2

i) A+ Atis symmetric i) A—Atis skew-symmetric.
3. If Ais any square matrix of order 3, show that

i) A+ Atis symmetric and i) A—Atis skew-symmetric.
4. |f the matrices A and B are symmetric and AB = BA, show that AB is symmetric.
5. Show that AA* and A’A are symmetric for any matrix of order 2 x 3.

6. IfA= B 1+.l} ,show that

l
i) A+ (Z)t is hermitian i) A- (Z)t is skew-hermitian.
7. If Ais symmetric or skew-symmetric, show that A% is symmetric.
1

8. IfA=|1+i|,find 4(4).

1

9. Find the inverses of the following matrices. Also find their inverses by using row and
column operations.

1 2 3 I 2 -1 1 -3 2
D |0 -2 0 i) |0 -1 3 i) (2 1 0
-2 -2 2 I 0 2 -1 1

version: 1.1

10. Find the rank of the following matrices

1 —4 7] 3 -1 -1
b-bad 2 -5 17 T 2 31 03 2
) (2 -6 5 1| ii - i) I
1 =2 3 2 3 4 2 5
3 5 4 -3
3 -7 4| 2 5 2 -3 3

3.11 System of Linear Equations

An equation of the form:
ax + by =k (i)
wherea#0,b#0,k#0
is called a non-homogeneous linear equation in two variables x and y.
Two linear equations in the same two variables such as:
ax+by=k } 0
a,x+b,y=k,

is called a system of non-homogeneous linear equations in the two variables x and y if
constant terms k., k, are not both zero.
If in the equation (i), k=0, thatis, ax + by =0, then it is called a

homogeneous linear equation in x and y.

If in the system (1), k, = k, = 0, then it is said to be a system of homogenous linear
equations in x and y.

An equation of the form:
ax+by+cz=k (1))
is called a non-homogeneous linear equation in three variables x, yand zifa#0,b #0,c# 0
and k # 0. Three linear equations in three variables such as:

ax+by+cz=k
ax+by+c,z=k, (1)

Q)

a,x+b,y+c,z=k,

version: 1.1
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is called a system of non-homogeneous linear equations in the three variables x, y and z, if
constant terms k., k, and k, are not all zero.
If in the equations (ii) k = 0 that is, ax + by + cz = 0.
then it is called a homogeneous linear equation it x, y and z.
If in the system (II), k, = k, = k, = 0, then it is said to be a system of homogeneous linear
equationsin x; yand z.
A system of linear equations is said to be consistent if the system has a unique
solution or it has infinitely many solutions.
A system of linear equations is said to be inconsistent if the system has no solution.
The system (II), consists of three equations in three variables so it is called 3 x 3 linear

system but a system of the form:
xX—y+2z =6
2x+y+3z=4

is named as 2 x 3 linear system.
Now we solve the following three 3 x 3 linear systems to determine the criterion for a system
to be consistent or for a system to be inconsistent.

2x+5y—-z =5 x+y+2z=1
3x+4y+2z=11 (1), 2x—y+7z=11 (2)
xX+2y—-2z= 3 3x+5y+4z= 3
x—y+2z=1
and 2x-6y+5z=7 ee(3)
3x+5y+4z= 3

The augmented matrix of the system (1) is

25 -1 : 5
34 2 : 11
1 2 =2 : 3

We apply the elementary row operations to the above matrix to reduce it to the equivalent
reduced (row) echelon form, that is,

version: 1.1
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2 5 -1 5 1 2 2 -3
3 4 2 P 11|R|3 4 2 ! 11| BY R <R,
1 2 2 -3 2 5 -1 S
1 2 -2 -3 1 2 -2 -3
R[0 2 8 © 20BYR+(-3)R >R, R0 -2 8 i 20|BYR,+(-2R >R
2 5 -1 : 5 0 1 3 : 11

1 2 -2 -3 1 0 6 : 17
, By R+ (-2)R, > R/,
01 4 -10|R|O0 1 -4 : -10
- , and R, +(-1),R, > R,
0 1 3 11 0o 0 7 : 21
1 0 6 : 17 1 00 -
_ 1 , By R+ (—-6)R, > R/,
RI0OO1 -4 : -10|BY =R3—>R3 R|0O 1 0 2
i : 7 i and R, + 4R,, R,
00 1 : 3 0 0 1

Thus the solutionisx=-1,y=2and z = 3.
The augmented matrix for the system (2) is

1 1 2 : 1
2 -1 7 : 11
35 4 : 3

Adding (-2)R, to R, and (-3)R, to R,, we get

1 1 2 : 1 1 1 2
2 -1 7 : 11 RIO -3 3 : 9
35 4 : 3 0 2 -2 : -6
11 2 : 1 1 0 3 : 4
. 1 . IBYR +(=1)R, > R,
RIOO1 -1 : -3|By——R,—»>R, RIO 1 -1 : -3
) . 3 - . and R, +(-2)R, > R;
0 2 -2 : -6 00 0 : O

version: 1.1
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The system (2) is reduced to equivalent system

or

1
2
3

x+3z=4
y-z=-3
0z=0

The equation 0z = 0 is satisfied by any value of z.
From the first and second equations, we get
x=-3z+4 ... (a)
and y=z-3 ... (b)
As zis arbitrary, so we can find infinitely many values of x and y from equation (a) and (b)
the system (2), is satisfied by x =4 - 3t, y=t -3 and z = t for any real value of t.
Thus the system (2) has infinitely many solutions and it is consistent.

1 -1 2 : 1
The augmented matrix of the system (3)is|2 -6 5 : 7
3 5 4 : 3

Adding (-2)R,, to R, and (-3)R,, to R, we have

-1 2 i1 1 -1 2 1
-6 5 7 RIO -4 1 : 5
5 41 3 0 8 2 : -6
_ : .
1 -1 2 I Lo - =
ByR +1.R, >R
0 1 -+ —éBy—leaR;ROI—l 2 YRR .
4 4 4 4 |and Ry +(-8)R, > R,
0 8 -2 -6 00 0 4

Thus the system (3) is reduced to the equivalent system
X+—z=

1
y-—z=

4
0z=4

Al =

version: 1.1
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The third equation 0z = 4 has no solution, so the system as a whole has no solution. Thus the
system is inconsistent.

We see that in the case of the system (1), the (row) rank of the augmented matrix and the
coefficient matrix of the system is the same, that is, 3 which is equal to the number of the
variables in the system (1).

Thus a linear system is consistent and has a unique solution if the
(row) rank of the coefficient matrix is the same as that of the augmented matrix of the
system.

In the case of the system ( 2), the (row) rank of the coefficient matrix is the same as that
of the augmented matrix of the system but it is 2 which is less than the number of variables
in the system (2).

Thus a system is consistent and has infinitely many solutions if the (row) ranks of the
coefficient matrix and the augmented matrix of the system are equal but the rank is less
than the number of variables in the system.

In the case of the system (3), we see that the (row) rank of the coefficient matrix is not
equal to the (row) rank of the augmented matrix of the system.

Thus we conclude that a system is inconsistent if the (row) ranks of the coefficient matrix
and the augmented matrix of the system are different.

3.11.1 Homogeneous Linear Equations

Each equation of the system of following linear equations:

a,x,+a,x, +asx;, =0 ... (1)
Ay X, +a,x, +a,x, =0 ... (11)
aux, +a,x, +a,x, =0 ... (iii)

is always satisfied by x, =0, x, = 0 and x, = 0, so such a system is always consistent. The
solution (0, 0, 0) of the above homogeneous equations (i), (ii), and (iii) is called the trivial
solution. Any other solution of equations (i), (ii) and (iii) other than the trivial solution is
called a non-trivial

solution. The above system can be written as

0
AX=0,where0=|0
0

version: 1.1
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If |A| #0, then A is non-singular and A" exists, that is,
A'AX)=A"0=0

X, 0
or A'AX=0=X=0, i.e, x, =0
X 0

In this case the system of homogeneous equations possesses only the trivial solution.
Now we consider the case when the system has a non-trivial solution.

Multiplying the equations (i), (ii) and (iii) by A,,, A,, and A, respectively and adding the
resulting equations (where A, ., A,. and A, are cofactors of the corresponding elements of A),
we have
(011A1‘| + aZ1 A21 + 031 A31)x1 + (012A11 + 022A21 + a32A31)x2+(a13A11 + 023A21 + 033A31)x3 = O’ that iS,
|A|x, = 0. Similarly, we can get |A|x,=0and |A|x,=0

For a non-trivial solution, at least one of x,, x, and x, is different from zero. Let x, # 0, then
from |A|x, =0, we have |A| =0.
For example, the system

X, +Xx, + X, =0 (I)
X, — X, +3x, =0 (H)
x, +3x, — x; =0 (IH)

has a non-trivial solution because

11 1|t 0o o0
4= -1 3|=)1 =2 2 :‘
13 - 2 =2

-2 2 ‘
=0
-2
Solving the first two equations of the system, we have
2x,+4x,=0 (adding (I) and (II))
= X, =-2X,
and 2x,-2x,=0 (subtracting (II) from (I))
= X, =X,
Putting x, = -2x, and x, = x, in (III), we see that (-2x,) + 3(x,) — x,= 0, which shows that the
equation (I), (II) and (III) are satisfied by
x, =—-2t,x,=tand x, =t for any real value of t.
Thus the system consisting of (I), (II) and (I1T) has infinitely many solutions. But the system

version: 1.1
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x+x,+x;, =0
x,—x,+3x, =0 has only the trivial solution,
x, +3x,-2x; =0

because in this case

Lt po o
4=l -1 3=t 2 2 :‘
1 3 =2/ |1 2 -3

Solving the first two equations of the above system, we get x, = -2x, and x, = x,. Putting
x, =—2x, and x, = x, in the expression.
x, + 3x, - 2x,, we have - 2x, + 3(x,) - 2x, = - x,, that is,
the third equation is not satisfied by putting x, = -2x, and x, = x, but it is satisfied only if x, =
0. Thus the above system has only the trivial solution.

3.11.2 Non-Homogeneous Linear Equations

Now we will solve the systems of non-homogeneous linear equations with help of the
following methods.

i) Using matrices, thatis, AX=B= X=A"B.
i) Using echelon and reduced echelon forms
iii) Using Cramer's rule.

X =2x,+x;, —= 4
Example 1: Use matrices to solve the system 2x, —3x, +2x-= 6

2x, +2x,+x, =5

Solution: The matrix form of the given system is

1 =2 1[x] [-4
2 3 2Hx|=| 6
2 2 1| x| |5

version: 1.1
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or AX=B (i) Example 2: Solve the system;
1 -2 1 X, —4
where 4=/2 3=2|X |x=sandB | 6 X, +3x, +2x, =3
2 2 1 X, 5 4x, +5x, —=3xy-= 3¢,
1 =2 1] 1 =21 3x, —2x, +17x, =42
As [4|=2 -3 2/=/0 1 0 ByR, ()R R
> 2 1l b 2 1 by reducing its augmented matrix to the echelon form and the reduced echelon form.
:(_l)mi 1‘:(1_2):_1 thatis, Solution: The augmented matrix of the given system is
|A| # 0, so the inverse of A exists and (i) can be written as 1 3 2 : 3
X=A'B (ii) 4 5 -3 : -3
Now we find adj A. 3 =2 17 : 42
We reduce the above matrix by applying elementary row operations, that is,
-7 2 10
A = FA, FA4, 164, 4
Since ['j:|><:4 -1 —6’( _ _ _ 1 3 2 : 3 1 3 2 3
3x3 _1 O 1 Aiz = 1?7423— :6,A31 —1,A32 O,A33 1 : : ByR2+(_4)Rl _)R;
4 5 3 : 3|RI0 -7 -11 : -15 iR DR s R
7 4 - 3 017 4| o 1111 o33 | MRFEIRSK
So adjA=12 -1 0
10 -6 1 I 3 2 3
1 74 7 4 RO —-11 11 33 |By R, <> R,
and A—I:madezi 2 L o0l|= 2 1 o0 0 -7 -1l = -5
10 -6 1 -10 6 -1 . _
o 32 3 13 2 : 3
X, —4 7 4 1][-4] [-28+24+5 RO 1 -1 i -3 By(-ll—ljzeﬁzeggo 1 -1 i =3 |ByR+7R, >R,
Thus |x, |=4"|-6|=| 2 1 0| -6|=| 8-6+0 |.ie, 0 -7 —11 i -15] 0 0 —18 i 36
X, | 5] |-10 6 ~-1]| 5] | 40-36-5 )
3 2 3 |
_x1_ | B 0 1 -1 -3 BYE—QJ]% —)R3,
x, |=| 2 0 1 2
6] L The equivalent system in the (row) echelon form is

H_encex1:1, x,=2 and x,=-1.
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x, +3x,+2x,=3
X,—x;—= 3
x, =2
Substituting x, = 2 in the second equation gives: x, -2 =-3 = x, = -1
Putting x, = -1 and x, = 2 in the first equation, we have
X, +3(-1N+22)=3=>x,=3+3-4=2,
Thus the solutionisx, =2, x,=-1and x, =2

1 3 2 : 3
Now we reduce the matrix [0 1 -1 -3 | to reduced (row) echelon form, i.e.,
0 0 -1 : 2
1 3 2 3 1 0 5 : 12
01 -1 : =3|Rl0 1 -1 3| ByR+(-3)R,>R
0 0 1 2 0O 0 1 : 2
10 ,
Rlo 1 . By R, +(—5)R, > R|
0 0 1 andR, +1.R, > R,

The equivalent system in the reduced (row) echelon form is

x1=2
x2=—1
xX,= 2

3
which is the solution o f the given system.

3.12 Cramer'’s Rule

Consider the system of equations,

a, X, +a,X, + a;x; = b
Ay, X, + Ay X, + Ay X; = b, (1)

Ay X, + A3 X, + Ay X; = by

version: 1.1
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These are three linear equations in three variables x,, x,, x, with coefficients and constant

terms in the real field R. We write the above system of equations in matrix form

as: AX=B (2)
X, b,

where A=[a;] X =tx, and B |b
X, b,

We know that
the matrix equation (2) can be written as: X=A"'B (if A" exists)

L1

We have already proved that 4 = |A|ade and

4, 4, A4,
adj A :|:Az‘,j:|3x3 =4, A, 4y = ( Az‘,j Aji)
4, A, Ay
X 1 4, 4, 4| b 1 A,\b, + Ay,b, + 4;b,
Thus X | = m Alz Azz A32 bz g Ailibl Az"z'bz A32b3
X3 Ay Ay Ay || b Apsb, + Ay3b, + Assb,
A,b + A,,b, + 4, b
|4
X
y. |= A,b + 4,,b, + 4y,b,
2 4]
X3
Asb, + A,3b, + As3b,
i 4] |
b a, a;
b, a, ay;
Hence x, _bd by by B 4w oy (i)

4] 14

version: 1.1
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X _bdy, +b, 4y, +bi4y, |4y by, ay (ii)
2 ¥ ]
a, a, b

X ::[71A13+b2A23+b3A33 a, ay b (iii)
3 4 4

The method of solving the system with the help of results (i), (ii) and (iii) is often referred to
as Cramer’s Rule.

3x,+x,—x; =—4
Example 3: Use Crammer's rule to solve the system. x, +x, —2x, =—4

—x, +2x,—x; =1

31 -1
Solution: Here [4]=|1 1 -2|=3(-1+4)-1.(-1-2)-1(2+1)
-1 2 -1
=9+3-3=9
-4 1 -1
-4 1 =2
<o x]:_l ;-1 —4(—1+4)—1(4;+2)—1(—8—1)
_-12-649_ -9 _,
=5 "
3 4 -1
1 -4 =2
-1 1 =1 3(4+2)+4(-1-2)-1(1-4)
S 9

_18-1243 9
9 9

version: 1.1
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301 -4
11 -4
Sl 2 1] 3(1+8)-1(1-4)-(2+1)
BT 9
_2743-12 18
9 9

Exercise 3.5

1. Solve the following systems of linear equations by Cramer’s rule.

2x+2y+z=3 2x,—x,+x,=5 2x,—x, +x, =8
) 3x-2y-2z=1 i) 4x, +2x,+3x,=8 i) x +2x,+2x,=6
Sx+y-3z=2 3x,—4x,—x;=3 X —2x,—x;=1

2. Use matrices to solve the following systems:

x=2y+z=-1 2x,+x,+3x,=3 x+y=2
i) 3x+y-2z=4 i) x+x,-2x,=0 i)  2x—-z=1
y—z=1 =3x, —x, +2x, =—4 2y—-3z=-1

3. Solve the following systems by reducing their augmented matrices

to the echelon form and the reduced echelon forms.
X —2x,-2x%=1 X+2y+z=2 X +4x,+2x,=2
) 2x,+3x,+x,=1; i) 2x+y+2z=-1 i) 2x,+x,—2x,=9

5x,—4x, —3x; =1 2x+3y—-z=9 3x,+2x, —2x, =12

4. Solve the following systems of homogeneous linear equations.

x+2y-2z=0 x, +4x,+2x,=0 X, —2x,—x,=0

) 2x+y+5z=0 i) 2x,+x,-3x,=0 i)  x,+x,+5x,=0

5x+4y+8z=0 3x,+2x,—4x,=0 2x,—x, +4x,=0

version: 1.1
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5. Find the value of 4 for which the following systems have non-trivial solutions. Also solve
the system for the value of 4.

xX+y+z=0 X, +4x, +Ax, =0
i) 2x+y—Az=0 i) 2x,+x,-3x,=0
x+2y-2z=0 3x,+ Ax, —4x,=0

6. Find the value of 1 for which the following system does not possessa unique solution.
Also solve the system for the value of 1.

X, +4x, + Ax; =2
2x, +x,—2x, =11
3x,+2x, —2x,=16

version: 1.1
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