Probability Distributions

8.1 Introduction

Whenever we talk about random experiments, there is the need to associate a
numerical value with each of their outcomes, in order to study them. As a result, two
types of variables arise.

i. Discrete random variable. ii. Continuous random variahle.

A discrete random variable almost always arises in connection with counting
and a continuous random variable is one whose values are typically obtained by
measurements. -

In case of a discrete random variable, its probability distribution describes
how much of the probability is placed on each of its possible values with the total of
all these probabilities equal to 1. The probability distribution of a discrete random
variable is usually called its probability mass function,

In case of a continuous random variable, we cannot talk about the probability
on a point instead we talk about the probability on any interval of the values the
random variable takes, with the total of the probabilities equal to 1. The probability
distribution of a continuous random variable is called its probability density function.

The probability distribution of a discrete random variable is usually written
with the help ol'a lunction, called its formula or it can be described with the help of a two
column table (like frequency distribution) where one column gives the values
(intervals of values in case of continuous random variables) and the other column
gives the probabilities.

8.2 Probability Mass Function

As the value of a discrete random variable is determined by the outcome ni" arapdom
c:xp..nn'uum one can associate with each possible value of the discrete random
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variable a probability that a random variable will take on that value. The probability mass
function of a discrete random variable Y describes the values of ¥ and the probability
associated with each value of ¥, Usually, it is written in a two column table where
one column gives the values of the random variable ¥ and the other column gives the
probabilities associated with each value. '

Example 8.1: A coin is tossed three times and let the random variable ¥ denote the
number of upturned heads. Find the probability mass function?
j Table A
Solution: There are 8 possible outcomes. The | Outcomes | Value of ¥
possible outcomes and the values assigned to| HHT
them (according to the number of upturned heads) HTH
are given in the adjoining table: HTT
THH
THT
TTH
TTT
HHH
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It is clear that Y takes the values 0,1.2,3 because in three tosses of a coin (or
three coins are tossed at one times) there are 8 possible columns and their detail is

No head (all tails) (T T T)

Onehead HTT.THT, TT H)

Two heads(HHT,HTH, THH)

Three heads (H H H)

No head (all tails) can occur only once so, the probability of no head is 1/8

according to the definition of probability.

One head can occur 3 times so, the probability is 3/8. Two heads can occur 3
times so the probability is 3/8. Three heads can occur once so the probability is 1/8.

We can write P(1=0), P(Y=1), P(}=2), Y P(Y=y)
P(¥=3) rcad as probability of Y equals to no 0 1/8
head, one head, two heads and three heads 1 3/8
respectively.  So, the probability function is 2 3/8
given in the adjoining table: 3 1/8
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8.3 Probability Density Function

The probability density function of a continuous random variable Y is
specihed by a smooth curve such that the total area under the curve is unity. The
probability that ¥ falls in any particular interval is the area under the curve against the
interval.

Consider the weight (in kilograms) of a student in a class of 30 students taking
Statistics. The weights measured to the nearest hundred of a kilogram are 60.50,
60.80, 55.40, 53.70, 50.75,...., 45.00 and 49.80. The minimum weight is 45.00 and
maximum is 60.80. In this situation the probability histogram approaches a smooth
curve. The area under the curve is unity and it cannot go below the horizontal scale.
The probability that the weight is between 55 and 57 kg is the area under the curve
and above this interval.

Let @ and » be two numbers and ¥ is the random variable. Define the
following events:

i) a < Y < b is the event that the value of ¥ is between a and b.
ii) Y < a is the event that the value of Y is less than a.

iii) ¥ > b is the event that the value of Y is greater than b.
8.4 Simple Univariate Discrete And Continuous
Distributions

The probability distributions of the discrete random variables are represented

in a tabular form by the values of the random variable Y P(y) Wi
and the corresponding probabilities. For example, when 1 1/6
a die is thrown then each upturned face (1.2,3.4.5 and 6) 2 1/6
has the same probability of 1/6 of its occurrence. Thus 3 1/6
the probability distribution in the tabular form is given 4 1/6
in the adjoining table. = 1/6
6 | . 1/6

This probability distribution can be expressed in the form of the following
formula such that the probabilities P(¥=y) can be expressed by the function f{y)




fiy)=1/6 for y=1,23,. ... ,6

=0 otherwise

This is probability distribution for the number of upturned points when a die is
thrown. This is known as discrete uniform distribution. It should be noted that every
function defined for the values of a random variable cannot serve as a probability
distribution unless it satisfies the condition given under 8.4.1.

The simplest form of the continuous distributions is the continuous uniform
distribution prepared by.
fv) = 1/b(b-a) a<y<bh (8.1)

Note that y takes the values between a and b.
Ifa=0and b=1 then
fin=1 O<y<l

= 0 otherwise.

This function is shown in figure 8. 1.
fy)
1
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figure 8.1: - Continuous uniform distribution

The area under the probability density function is also 1. So, the width of
rectangle is unit interval with height 1. To calculate the probability, area under the
curve can be calculated which would be the required probability. Very often these
distributions are based on the empirical evidence or prior knowledge.

y

It should be clear that in case of discrete distributions, the probability of an
event is obtained by inserting the value of the random variable in the probability
function but in case of continuous distributions, the probability is obtained by
¢alculating the area under the curve and above the interval on which the event is
defined.
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It is to be noted that P probability of ¥ greater than P or equal to a and less
than or equal to b written as P(a < Y < b) is not equal to P(a < ¥ < b) in case of
discrete distributions because the probabilities at @ and b are not included. In case of
continuous distributions these probabilities are equal because area at a point is always

zero so the probability at @ and at b is always zero Le.,

zero. So, the probability at a and at b is always zero i.e.,

8.4.1 Properties of Probability Mass Function And Probability Density
Function

Probability Mass Function
Let ¥ be a discrete random variable and P(y) be its probability mass function.
The P{y) must satisfy the following two conditions

1) ) < P(y) < | for each possible value of V.
i.e., the probability is a number between 0 and 1.
ii) ZPy)=1
i.e., the summation over probabilities for all possible values y of the random

variable ¥ should add up to 1.

Example 8.2: A committee of size 3 is to be selected at random from 3 women and 5
men. Obtain a probability distribution for the number of women selected for the
committee.

Solution:
No. of No. of Total
Women Men
3 5 8
Number of women = 3 Number of Men=5 so total = 8

3
Number of selected persons =3, So total number of sample points = [3) =56




Let X be the number of women in the committee, these can be 0.1,2,3 and
their respective probabilities are

[3”5] [3][5]
013 10 112] 30
Pl(rm woman) = 8y = g’ P (one woman) = ki
3 3
5 [SISJ
3
: =E,P(threewnmen)= 9 =i
8 56 8 56
3 3

The probability distribution is given by:

%

P (two women) =

X P(x)
10
0 E
56
I 30
56
15
2 e
56
3 1
56

Example 8.3: From an urn containing 4 red and 6 white round marbles. A man
draws three marbles at random without replacement. If X is a random variable which
denotes the number of red marbles drawn, what is the probability distribution of X7

Solution:
Number of red marbles  Number of white marbles total marbles = 10
=4 - =6
- 10
Number of sample points = 5 [= 120

If the random variable X denotes the number of red marbles, the possible
values of X are 0, 1, 2, 3 with their respective probabilities as:
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4Y6 4Y6
[ﬂl31 5 ll[?! 15
PX= = = —, X:l: = —
( o 10 30 EA )
3
4Y6 4Y6
[211] 9 |3|ﬂl 1
P(J{—ZJ = [lﬂ] = E, P{I —3}: = —
3

The probability distribution of red marbles in a tabular form is:

X 0 1 2 3

P(x) 5/30 15/30 9/30 1/30

Example 8.4: Given the discrete probability mass function: -

Pix)= [4](1] {l]_ forx=0,1,2,3,4
x: .2 2

Find probability distribution.

Solution:

|"4 I.-'l\'x l d— x

Fx) = ] - [—J Forx=0,1,2,3,4
x \2) \2
|’4 s \I'I] 4 4 3

P(X =0)= LAY ) peitie LS R
LD 2 ) \2 16 I 2 2 16
(4 82 gyt 4 3

e (T o)1) -
kz 2)\2 16 3 2 2 16
(4 Yy

P(X =4)= ] {1 i N 8
4)(2)2) 16




The probability distribution of X in tabular form is:

X 0 1 2 3 4

P(x) 1716 4/16 6/16 4/16 1/16

Example 8.5: A random variable X has the following probability distribution:

X -2 vl 0 1 2 3

P(x) 0.1 k 0.2 2k 0.3 3k

Find:
ik i) P(X<2) iil) P(X=2) i) P(-2<X<2) v)PX<I1).

3
Solution: Since Z P(x) =1 gives

1=-2

01+ k+02+2k+03+3k=1or06+6k=1lor6k=1-06=04

50 that k=?—'i=i=l—
6 60 15
Plx<2) =P(x=-2)+Plx=-1)+Plx=0)+ P(x=1)

=01+k+02+2k=03+3k=03+3 [%J:D.3+E.2=ﬂ.5

P(x>2) =Plx=2)+P(x=3)=03+3k=03+3 [é)=0,3+ﬂ.2=ﬂ.5

P(2<x <2)=P(x=-1)+Plx=0)+Px=1)=k+02+2k=02+ 3k
=0.2+3 [%]:D.Ev{»ﬂl:ﬂ,df

Pix<1) =Px==-2)+Plx==1)+Px=0)+ P(x=1)

0.1 +k+02+2k=03+3k=03+ 3[1—15]413 +02=05
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Example 8.6: Check whether the function given by

fy = (yl-:ll] fory=1,2,3,4

= 0 otherwise.
is a probability function?
Solution: Here,

f()=2/14, f(2)=3/14, f(3)=4/14 and f(4)=5/14
Since the values are all non negative and add up to 1 as

2/1443/14+4/14/+5/14=1

So, both conditions are satisfied, concluding thereby that the function is a
probability function.

Probability Density Function:

Let ¥ be a continuous random variable and f(y) be its probability density
function. Then f(y) must satisfy the following conditions.

i) Sly)=0forall y ii) Pl-o<¥<e)=1
It means that the total area under the curve should be 1.

Of course, not every function defined for the values of a random variable can
serve as a probability distribution unless it satisfies the above two conditions.

Example 8.7: Verify whether the function

=1, O<y<1 |
= () otherwise 0

is a density function? 0 I

Solution: It is density function of a continuous random variable because y takes all
values between 0 and 1. To calculate area we have width of rectangle as 1 and height
of rectangle as 1, so

Area = (width) (height)
=(1)(1)=1




The function is also positive, thus both conditions are satisfied and we
conclude that the function is a density function.

8.4.2 Applications

Once the probability distribution for a random variable has been defined, very
often, it becomes easier to calculate the probabilities. In case of discrete random
variables, probabilities of the events are obtained by adding the corresponding .
probabilities but in case of continuous random variables the probability that a random
variable falls in a certain interval is computed by calculating the arca above that

interval.

Example 8.8: The following table gives the probability distribution for the number of
courses enrolled duhing spring semester 1995 by 50 M.Sc. Statistics students.

Y I 2 3 -4 5 6 7

P(y) 02 103 .16 40 25 .16 05

i) Find the probability that

a) A student enrolled 3 courses?

b) A student enrolled less than 3 courses?

c) A student enrolled atleast 4 courses?

d) A student enrolled at the most 4 courses?

e) A student enrolled between 4 and 6 courses inclusive.

Le, P4 <Y <6)

f) Student enrolled between 4 and 6 courses? (exclusive)
Solution:
a) The probability that a student enrolled three courses is
P(Y=3)=0.16
b) The probability that a student enrolled less than 3 courses means

by probability that he enrolled 1 course or 2 courses i.e.,
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P(Y=1}+P(Y=2)=0.02 + 0.03
=0.05

c) The probability that a student enrolled atleast four courses means the
probability of 4 or more coursesi.e.,

P(Y=4)+P(Y=5)+P(Y=6)+ P(Y=7)
=0.40 + 0.25 + 0.16 + 0.05

=0.86
d) P(Y<4)= P(Y=1)+P(Y=2)+ P(Y=3)+ P(Y=4)
=.02+0.3+0.16+.40=0.61
e) P(4< y<6)= P(Y=4)+ P(Y=5)+ P(Y=6)
=0.40+0.25+0.16 = 0.81
f) Between 4 and 6 there is only one numberi.e., 5, so
P(¥=5=025

Exaﬁlple 8.9: The amount of time (minutes) taken by a doctor to attend a patient is
between 5 to 10 minutes. If we assume that the distribution followed is uniform, then
calculate Probability that doctor

i) Takes between 6 and 8 minutes
ii) Less than 8 minutes.

Solution: Let ¥ denote the random variable. The amount of time taken by a doctor to
attend a patient.

Here the value of a = 10, b =5, so probability distribution is
()= U(b-a) a<y<h
=1/5=02 S5<y<10

i) The P(6<y < 8) is the area between 6 and 8 and is shown in figure 8.2. Width
is 8-6 = 2 and height is 0.2, so




ﬂ.T

5 10
Fig. 8.2 The area between 6 and 8.

P(6<Y < 8B) = (width of rectangle).(height)
(2).(0.2)=0.4
ii) P(Y<8) =P(5<Y<8)

= (width of rectangle). (height )
=(3).(0.2) = 0.6

Example 8.10: A continuous random variable X that can assume values between 2

and 5 has a density function givenby:  f( x) - 2(1+x)

27

Find
i) Plx<4) i) P3=<x=< 4)
Solution: We are given that:
i) P(X<4)? 1027+
HmaOth) 5 sses 5274
27
20+2) 6
M= = —
1@ 27 27
L 2(1+4) 10
(4)= g
L) 27 27
Base =4-72 =7

(Sum of parallel sides) % B

P(X<4) = 5

ase
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T@Q+F@ o

2
6 10
—
27 21 16
E=—; }(2 o i
2 27
(i) P(3<X<4)? .
2(1+3) 8
)= m —
/e 27 27
10/27
2(1+4) 10 8/27
4) = = — <
7 27 27
Base=4-3=1 2 3 4
P3<x<4)= wxﬂase
8,10
27 27 1 1
—— }(] — ——
2 54 3
Example 8.11:
i) A continuous random variable X has a density function f(x) = 2 x

when 0 < x < | and zero otherwise. Find
|
{a]P(X -::E], [H}P(i{}'{‘:%}
ii)  If f(x) has probability density kx*, 0 < X < 1, determine k and find the
probability that %-r: X< -;—
Solution:
i) fx)=2x,0<X<1,

=0, otherwise,




1 12 12 o e 1 2 1
a) P[X{—]= !f[x}cir: hdx:![—} = [—] -0|==
_ 2 0 0 7 5 2 4

1 1 142 2 II MR
b) P[—-::H—]:Jf(x)c.{x: I 2xdx=2[-—
=14 g 14

112
i)  f(x) will be a probability density function, if [ fdx=1,ie.,

(T

571
- Yo shal sl ul ®
l_if[.r]dr_!kx dx—k[3]u—k[3 ﬂ]- 3

So l=k/3 =k=3

Hence the probability density function f (x) = 32", 0 < X <1

Now

ka

3

P[] LY G | 3x2¢x3xm
et s o]

3 173

B T Gl W
2 3 8 27 216
Example 8.12: A continuous random variable x has probability density function.
flx) = for 0 < X < 2. Determine
i, ii) Pll<X<l5) i) P(X < 1.5.)

Solution: f(x) = ex, I!:I <X<2

i) We know that Area = i%’i@x Base=1

fl=0, f(2)=2
Base=2-0=2
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base x height
2

f(m;f@)xﬂmzl

i 0+ 2(c)

®2=1

= 2c =1 Qr Cc=

b | =

f(I}=éI.U{X{2

ii) P{l<X<l1)5) =7

=0.3. f(l.5)= %:ﬂ.?ﬁ

f()=

b3 | =

Base=1.5-1=0.5

P(1<X<15)= WX Base
_05+095 . s_ 03125
111:' PI:X{' 1.5}: ?
1.5
f(0)=0, f(1.5) = = =0.75

Base=15-0=1.5

P(X{].S]:Mx Base

_0+0.75

x1.5=0.5625

0.75- ;
A
0.5 - F({f‘
11*"}:'
s -
0 1 2
1 esa

Fa—

12




Example 8.13: A continuous random variable X, which can assume values between
2 and 8 inclusive has a density function given by a (x + 3) where a is a constant then

find:

i) a i) P(3<X<5)
Solution: fix)= a(x+3) 2<X<8

i) We know that

w Base=1

o fla) -; fi(b)

f(a) = f(2)=5a
f(b) =f®)=1la
Base =8-2=06

f2)+ fi8)

*Base =1
5U+HHXE:I
or 48a =1
|
ar a= —
48
+3 '

X
Afl=""1,2<X<8§
f(x) a8 <

@ PQB<X<5) = 1
3+3 6 ¥
N e L
1O =75 =1
T WY 10/48
' 48 48 <]
P(3< X ~:5)=+——[”3);f{5}]><{5—3}
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6 8
48 48 14
= )(2:—

2 48
8.5 Drawing of Probability Mass Function and
Probability Density Function

The Probability Funciion: The probability functions can be presented graphically
in the following two ways:

i) Probability Histogram

To draw probability histogram, we take values of the random variable along
x—axis and probabilities along y-axis. Adjacent rectangles are drawn against each
value such that the height of each rectangle is equal to the probability at that point and
the width of each rectangle is one taking 0.5 units to the lefi of value and 0.5 units to
the right of value. Since, the width is one unit so the area of the rectagles is equals to
their probabilities. The advantage ol drawing probability histogram is that the
discrete probability distribution can be approximated by a continuous curve.

Example 8.14: Consider the following Y P(Y=y)
probability distribution and draw ? g-gg
a probability histogram. 5 0.34
3 0.23
4 0.09
To construct a probability
histogram, the first step is to mark
values of the random variable ie., 0.40 -
0,1,2,3 and 4 on x-axis as mid points. 0.35
The second step is to draw adjacent gjgr i
rectangles of width 1 on each point 0.20 - ' 1
going half way to each side from the 3]' ;
mid points and with heights such that 0051 T
the heights represent the W 2 g AR
corresponding probabilities of (.08, Figure 8.3: Probability Histogram

0.26, 0.34, 0.23 and 0.09 respectively.
‘It is shown in figure 8.3




&
ii: Bar Chart

A bar chart is drawn with the values of the random variable along x-axis and
probabilities along y-axis. The height of each bar equals the probability of the
corresponding value.

Data of the above example is taken to explain the procedure. The values of
the random variable are 0, 1, 2, 3 and 4. As a first step these are taken along

x-axis. The second step is to draw bars

against these points with a height equal Probability

to the corresponding probability. The “;i

probability corresponding to 0 is 0.08 035

s0 a bar is drawn on 0 with height 0.08: 03

a bar of height 0.26 is drawn on point “jf

I: a bar of height 0.34 is drawn on 0.15 - *

point 2; a bar of height 0.23 is drawn DHI:;SII _

on point 3 and a bar of height 0.09 is o ]

drawn on point 4. It is shown in figure 1 2 3 4 5
24

Fig 8.4: Bar Chart

Probability Density Function:

If values of the random variable are very close to each other then the
probability histogram of the discrete random variable can be approximated by a
smooth curve. So, the probability corresponding to each interval on x-axis will be the
area under the curve. This is the situation in case of continuous random variable. So,
the probability density functions are presented by smooth curves and the probabilities
of the curves are calculated by computing area under the curves corresponding to the

events.

8.6 Expectation and variance of the simple discrete

random variable.
Expected value: Let ¥ be a discrete random variable with probability function P(y).

The mathematical expectation or expectation of the discrete random variable Y.
denoted by E(Y) is defined by:
E(Y)=Z y P (y), sum is over all values of ¥ (8.2)
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This expectation of a random variable Y is the mean of its probability
distribution i.e., E(Y) is an alternative notation for the population mean . Similarly,
E(Y") = £ v*P(y), sum over all y. . (8.3)

Variance:

The variance of a random variable Y is the variance of the probability
distribution and is

6’ =E(Y-u’=X(Y-p’ Py forall ¥ (8.4)
Where o’ denotes variance.

The variance of a random variable Y is the variance of its probability
distribution. It should be noted that the variance is expected value of (¥ - )%,

We know that E(y)=ZYP(Y)= pu so

d=E(Y-p)' =3 (Y-p)P(y)
=Z(Y 44~ 2u ) P(y)
=LY P(yy i ZP(y)-2uEYP(y)
=EY'P(y)+p' — 24 (asZP(y)=1andZ YP(p)=p)
=Z(Y)P(») -4
=LY'P()-(EYP(y)
=E(Y)-[E(M)T

8.6.1 Properties of Expectation:
i) If ¢ is a constant, then
E(c)=c
ii) If a and b are consfants and Y is a random variable, then .

E(bY+a)=bEY)+a



Ifa= —pand b= 1, then E(Y - 1) =0

iiy . If X and Y are two random variables, then the expected value of their sum is

the sum of their expected values 1.e.,
EX+Y)=E(X)+E(Y)
For the difference of two variables, the following result holds, true
) EX-N=EX)-E(Y)

iv) If X and Y are two independent random variables, then the expected value of
their productis the product of their expected valuesi.e.,

E(XY)=E(X)E(Y)

Example 8.15: The staff of the Department of Mathematics and Statistics at
university of agriculture Faisalabad reckon that the number of microcomputers
getting out of order in a year is well approximated by the following probability

distribution.
No. out of order: y | 0 | 2 3 4
I Prob. P(y): g3 "3 0% 0d 0.1

Find the average and variance of the number of computers getting out of
order? Also find the E( 5 —3Y), by using the properties of expectation.

Solution: Average = E (Y) = ZyvP(v )

Thus p= ¥, P(y) =14 Yi | P(y) | yP(y)
4 0| 03] 00

Variance = Y [¥;- E(Y))I" P(y;) 103! 03
& 2| 02| 04

3|01 03

4101 04

Total: | 1.4




Calculations for the variance are:

thus
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y P(y) y=EQ) | D-EMT | [y=EWIPO)

0 0.3 -1.4 1.96 0.588

1 0.3 -0.4 0.16 0.048

2 02 0.6 0.36 0.072

3 0.1 1.6 2.56 0.256

4 0.1 2.6 6.76 0.676
------------------ Total: 1.640

Variance = 1.64

E(53-3N=5-3(14)

Using property ii) E(5 — 3Y) = 5-3 E(Y) we have, E(Y) = 1.4, so

Solution:

=5-42
=08
Example: 8.16 For the probability distribution of X given below find that;
M EX), @) BX)
X | 0 1 3
2 1
G - 10 10 10
x P(x) xP(x) x*P(x)
0 3/10 0 0
1 410 4/10 4/10
2 2/10 4/10 8/10
3 1o 3/10 9/10
Total 1010 = 1] | 11/10 21/10




Tl b i

11
EX)=X2xP(x)=— =1.1
(X) xP(x) T

E(X?*)= Zx*P(x) =

21

10

2.1

Example 8.17: A random variable X has the probability idistribution given below

X 0 1 2 3
3 . 4 2 1
P — g — el
x) 10 10 10 10
Find i) EX) (i) EQGX+5) i) EX)
iv) Show that E (3X + 5) =3E(X) + 5
x P(x) xP(x) P(x) | 3x+5 | (3x+5) P(x)
0 3/10 0 0 5 15/10
1 4/10 4/10 4/10 8 32/10
2 2/10 4/10 8/10 11 22/10
3 1/10 3/10 9/10 14 14/10
Total |10/10 = 1.| 11/10 21/10 - 83/10
_ ' 11
i) EX)=ZxP(x)=—=11
10
. 83
ii) EBX+5)=Z(3x+5) Px) :*ﬁ=8.3
= 21
i) EX) =ZLx Pu}:IE:E,l
v} E(3X+35)=3E(X)+5
83 = 3(1.1) + 5
83 = 3.3+ 5
83 =

8.3
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Example 8.18: A4, B and C in the order cut a pack of cards, replacing them after
each cut with condition that first who cuts a heart shall win a prize of Rs. 37. Find
their respective expectation.

Solution: Let P be the probability of getting heart = i

And g be the probability of not getting heart = %

A can cut a heart on 1st, 4th, Tth drawing with respective probabilities.
P g P P

B can cut a spade on 2nd, 5th, 8th, .... drawing with respective probabilities.
a.4'p.q p. ...

C can cut a spade on 3rd, 6th, 9th .... drawing with respective probabilities.
Tp.apqp... |

" Then the probability that A cuts the heart is
P(A)= P+q’p+q°p+..

1
P(A) = 1 a B Lo E £ E . Expected amount for A= 3?::—;% =Rs.16

— ‘[_q] 1 3 3 3?
(4

PB)=qp+q'p+q p+...

)
P(E)=]a =P =(4 2 =%':Expcctudmnuunlfur B=3Tu%=Rs+12




Example 8.19: A bag contains 6 Red and 4 white balls. A person draws 2

balls at random without replacement being promised 15 rupees for each red ball and

20 rupees for each white ball he draws. Find his expectation.

Solution: Red balls = 6, White balls = 4, Total =10, Drawn balls = 2
Rupees for each red ball =15
Rupe;es for each white ball = 20

The respective probabilities of the drawing are:

Uj
210
P (2 red balls) = .
10 45
2
m
P (one red and one white ball) = LAl A

4Y6

210
P (2 white balls) = = S

10 45
2
Hence the required expectations is

15 24 6
E(X) = 30 [EJ"BS [E]+4ﬂ (E)

=10+ 18.67 +5.33
=34
67—
Example 8.20: If flx) = ——— for X=2,3,4,5, ...., 12 then find the mean and

variance of the random variable x,
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Solution:

F f(x) xf(x) % Fitx)
2 1/36 2/36 4/36
3 2/36 6/36 18/36
4 3/36 12/36 48/36
5 4/36 20/36 100/36
6 5/36 30/36 190/36
7 G 42136 | 294/36
8 5/36 40/36 320/36
9 4/36 36/36 324/36
10 3/36 30/36 300/35
11 2/36 22/36 242/36
12 1/36 12/36 144/36

Total | 36/36 =1 | 252/36 1974/36

Mean =E(X) = Zxf(x)= %:?

Variance (X) = Zx’ f (x) — [Zx fix) ]

_ 1974 (252
36

2
==| =5483-49 =583
36 J

Example 8.21: Find the missing value such that the given distribution is a probability
distribution of X.

X 2 3 4 5 6

f(x) 0.01 0.25 0.4 A 0.4

If Y= 2X —8§, then show that
i) E(Y) =2E(X)-8
i) Var (Y) =4 Var (X)




Solution: We know that sum of probabilities is one

TfX)=1

001+025+044+A+0.04 =1

A+07 =1

A=1-07

A=03
x | f@ | xfx) | 2@ | y=2x-8| f) | yf0) | YFO)
2 0.01 0.02 0.04 -4 0.01 0.04 0.16
3 0.25- 0.75 2.25 -2 0.25 -0.50 1.00
4 0.40 1.6 6.40 0 040:. O 0
5 0.30 1.5 7.50 2 0.30 0.60 1.20
6 0.04 | 024 | 144 4 004 | 0.6 0.64

Total \1 00 4.11 17.63 ---- 1.00 0.22 3
ECO =Zxf(x) =4.11

E(X*) = x* fix) = 17.63

Var (X) = £ 2 f(x) - [Ex )] = 17.63 — (4.11)' =0.7379

E(Y) = Zyfly)=022

E()=ZV fly)=3

Var (V) = 5 fiy) - Eyf ()] =3-(0.22)" =2.9516
Do E(Y)=2E(X) -8=2(4.11) -8 = 8.22 - 8.00

0.22=0.22
if) Var(Y) =4 Var (X) =4 (0.7379)
2.9516=2.9516

Example 8.22

i) Given a random variable X with E(X) = 0.63 and Var (X) = 0.2331.




ii)

iii)

Chapter 3! Probability Distributions
Find E (X%).

Given that E(X?) =400 and S.D. (X) = 12. Find E(X)

Given the information that E (X)=200, C.V. (X) = 7%. Find Var (X).

Solution:

a)

b)

c)

8.9

We have, Var (X) = E (X°) - [E(X))

E (X*) = Var (X) +[ECOT = 0.2331 + (0.63)> = 0.63

We have, S.D. (X) =y E(X?) - [E(X)}

12 =4/400 - [E(X)F
Squaring on both sides, we get

144 = 400 - [E(X)J
or  [E(X)] =400 - 144 = 256

so that E(X) = +/256 =16

S.D.(X)

We have, C.V. (X) = EX)

x 100

_SD(X) _ 00 _SD®
200 7]

7

S.D.(X)=7(2) =14
so that Var (X) = (14)* =196

Distribution Function

Very often we are interested in calculating the chances that the values of a

random variable will remain at or below a certain fixed value. For example, what are

chances that a student will get not more than 80% of marks? What are the chances
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that 5 tosses of coin will produce not more than three heads? In these situations, we
are concerned with the probability that a given random variable Y will take on values
that are less or equal to some fixed value of Y. Mathematically, it is written as
P(Y < v). This probability is called distribution function or cumulative distribution of

the random variable Y.

The probability P (Y < y) for the possible values of v is called distribution
function (pF) or cumulative distribution function (cdf). It is usually denoted by

Fix), s0o we can write.
F(Y)= P (Y <y) over possible values of ¥ (8.5)

In any density function the integral from - e to y is called a distribution or

cumulative distribution function is given as:

¢
F(Y)= _l fiY)dy

The function has the following properties:
1) F(-e)=0

ii) F(+e)=1

iii) F(y)<F(y)ify, 2 ¥

(iv)  F(y) is continuous atleast on the right of each y. "
 Example 8.23; A coin is tossed three times. Probability distribution for number ol

heads (17 is given below:

Y | Py
1/8

1 | 3/8
|| e
3| 18

Find distribution function F(y)?
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Solution: From the definition of F(y), we have

i) F(Y)=P(Y < y) and Y takes values 0, 1, 2, 3. No value of Y is less than 0.
So, P(Y<0)=0

ii) for Y =0, P (Y = 0) 1/8, there is no integral value between 0 and 1. So, this
probability remains |/8 till ¥ approaches 1.
iii) forY=1,F(Y<1)=P(¥Y=0)+ P(Y=1)=—+

oo | W
e

00| —

v) forY=2, F(Y<2)=P(Y=0)+P(¥Y=1)+P {}":2}:%+§+§=§

It remains 7/8 until ¥ reaches ¥ =3

at¥=3, F(Y<3)=P(¥Y=0)+ P(Y=1) + P(¥=2) + P(Y=3)
=1/8+3/8+3/8+1/8=1
So, this probability is 1 at ¥ =3
As Y does not take any value beyond 3. So, There is no probability beyond 3.
Thus F(¥ > 3) remains 1.

These results are summarized below and its graph is as in figure 8.5

F(y)=0 forY<0 . _ B

TiR ——

=1/8, for0<¥<]1 _ P E

=3/8, forl<¥<2 518 |

=718, for2<¥<3 Fiy) |'

=1, for¥>3 i
28 I
big p—t

Figure 8.5: Distribution function




8.1

8.2

8.3

8.4

8.5

8.6

Exercise 8

Ans on Page 258

What are random numbers? How can they be generated? Explain the
applications of random numbers.

Three balls are drawn from a bag containing 5 white and 3 black balls. If X
denotes the number of white balls drawn from the bag, then find the
probability distribution of X.

There are seven candidates for three positions of typist. Four of the
candidates know Urdu typing while the other three do not know it. If the three
candidates are selected at random, find the probability distribution of the
number of persons knowing Urdu typing among those selected. '

i) What is meant by probability distribution. Distinguish between
discrete and continuous random variables by giving examples.

ii) A coin is tossed 4 times. If X denotes the number of tails, what is the
probability distribution of X7 Draw a probability histogram.

iii) A bag contains 4 red and 6 black balls, A sample of 4 balls is selected
from the bag without replacement. Let X be the number of red balls,
find the probability distribution of X.

i) Define probability function and give an example to explain it.

ii) Two fair dice are thrown and Y denote the product of the two scores.
Obtain the probability distribution -of ¥

i) What properties a mathematical function should possess 10 be a
probability function and probability density function?

i) Check whether the following functions satisfy the conditions of a
probability function?

a. fy)=1/4 for y=12345



Chapter 8 Probability Distributions

8.7

8.8

8.9

8.10

b. fOoN=y for v=1234
c f(y)=x/15 for y=012345
d. fN=06-yH6 for y=0123

Determine the value of ¢ so that the function can serve as a probability
function of a random variable. '

a) cy for Y=1,2,345

b) (1-¢)¢ for¥=0,12...

A random variable Y takes values 0, 1, 2, 3 with respective probabilities
1/4 (1 +36), 1/4 (1-0), 1/4 (1 + 26), 1/4 (1 — 40). For what values of 6 is this a
valid probability function?

i) Given the following probability distribution:

x 0 1 2 3 4
P(x) 1/126 20/126 60/126 40/126 5/126
Verify that E(2X +3)=2E(X)+ 3
ii) Let X be a random variable with probability distribution:
x -1 0 1 2 3
P(x) 0.125 0.500 0.200 0.050 0.125
Find

a) E(X)and Var(X) b) The probability distribution of the random wvariable
Y=2X+1.
Using the probability distribution of ¥, determine E(Y) and Var (Y).

The following table gives the probability distribution of the random variable
Y, the number of courses taught by a teacher during spring semester in the
University of Agriculture Faisalabad. -



8.11

8.12

8.13

8.14

8.15

228

_vl]2345

P l-a b2l .8 |

Find the probability that:

1) Teacher taught 2 courses

ii) Teacher taught less than 4 courses.

1it) Teacher taught between 2 and 5 courses

iv) Teacher taught atleast 3 courses.

V) Teacher taught at the most 4 courses.
A box contains five slips of paper marked 12,34 and 5. Two slips are
selected without replacement, list the possible values for each of the following

random variables:
i) The sum of the two numbers on two slips.
i) The difference between the first and second number.

Four randomly selected students from a class are asked their opinion about the
teaching system as satisfactory (8) or not satisfactory (N5). Let Y denote the
number of students saying satisfactory. Write down the possible outcomes
and the possible ¥ values.

A point is randomly selected on the surface of a lake that has maximum depth
of 30 feet. Let y denote the depth of the lake at the randomly selected point.
What are possible values of ¥ 7 Is ¥ a discrete variable or a continuous
variable?

Calculate mean and variance of the following probability distnbution:

y 0 1 2 3 4 | 5

Py) | 01020302 i:l.llﬂ.l

i) A continuous random variable X having values only between 0 and 4

has a density function given h}rl: fix) = IE — ax, where a is a constant
find a)a b) P(1 < X <2).
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8.16

8.17

8.18

8.19

8.20

1)

A continuous random variable X has probability density function
giving flx) =cxfor 0 <X <2. Find '

(@ c (b) Probability that 1 <X < 1.5  (c) Probability that X< 1.5
If fix) has probability density kx’, 0 < X < 1, determine its kind and

find the probability that -;- <X< %

What is a random variable? Distinguish between discrete and continuous

random variable, giving examples.

Find the probability distribution of the number of boys in families with three

children, assuming equal probabilities for boys and girls.

From lot containing 12 items, 4 of which are defective, 5 are chosen at

random. If X is the number of defective items found in the sample, write

down

(1)

1

(1)

(i1)

The probability distributionof X (i) P(X < 1)

4
Verify Y[ P()] = |
x=0
Define continuous random variable and its probability distribution.

Find the constant k so that the function f{x) defined as follows may be

a density function.
Nx) = -:: a<X<h
=0, elsewhere

What do you mean by expected value? What are the properties of

expectation?

Given the following discrete probability distribution:

x 0 1 2 3 R | 5

P(x) | 6/36 | 10/36 | 8/36 | 6/36 /36 | 2/36

Compute its mean, variance, standard deviation and coefficient of variation.




8.21 Let X be a random variable with probability distribution as follows:

8.22

8.23

8.24

8.25

8.26

8.27

X

1 2 3 4 5

Jtx) 0.125 0.45 0.25 0.05 0.125

Find mean and variance.

i)

flx) =

A continuous random variable X has a density function

X+ et X=2t0X=4. Find

a) P(X <3.5) b)P(24<X<35) c)P(X=L15).
(i) A continuous random variable X has a density function

fix) =2x, 0= x<1.Find

a) P(X=1) BPX>3) PG<X<3)

A continuous random variable X wlich can assume values between X = 2 and
X= 8 inclusive has a density function given by a (x + 30), where a isa
constant, Find 1) a iP(3<X<h) iii)P(X<H) iv) P(X =4).

In a summer season, a dealer of desert room coolers can earn Rs. 800 per day
if the day is hot and can earn Rs. 200 per day if it is fair and loses Rs. 50 per
day if it is cloudy. Find his mathematical expectation if the probability of the
day being hot is 0.40 and for being cloudy it is 0.35

A committee of size 5 is to be selected from 3 female and 5 male members.
Find the expected number of female members on the committee.

What are the properties of probability function and probability density
function?

1)

ii)

Explain the concept of distribution function.

10 vegetable cans, all of the same size, have lost their labels. It is
known that 5 contain tomatoes and 5 contain corns. If 5 cans are
selected at random, then find the probability distribution and the
distribution function for the number of tomato ¢ans in the sample.
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8.28

8.29

8.30

8.31

8.32

8.33

3034

8.35

i) Define the expected value for a random variable.

ii) The number of automobile accidents in a city are: 1, 2, 3, 4, 4 with corresponding
probabilities 1/8, 2/8, 2/8 and 3/8. What is the expected number of daily
accidents? :

A and B throw a die for a prize of Rs. 11. Which is to be won by the player
who first throws a 6. If 4 has the firs throw, what are their respective
expectations?

A bag contains 2 white and 2 black balls. Three men A, B and C draw a ball
and don’t replace it. The person who draws the white ball first receives

Rs. 12. What are their respective expectations?

Three balls are drawn from a bag containing 5 white and 3 black balls. If X
denotes the number of white balls drawn from the bag, then find the
probability distribution of X. Also find its mean and variance.

A coin is biased such that a head is thrice as likely to occur as a tail. Find the
probability distribution of heads and also find the mean and variance of the
distribution when it is tossed 4 times.

Approximately 10% of the glass bottles coming from a production line have
serious defects. If two bottles are selected at random, find the expected
number of bottles that having serious defects.

A random variable X takes the values -3, -2, 2, 3 and 4 with probabilities
P(X) equal to 1/5, 1/10, 1/10, 1/5 and 2/5 respectively, Compute E(X) and
show that £ (5X + 10) = 5E(X) + 10. Also compute the variance (X) and
variance (5X + 10). Find the ratio of two variances.

6—|7-
If fix) = -——Lﬁ—'ﬂ for X = 2,34,...., 12, then find the mean and variance of

the random variable X,




8.36

8.37

8.38

For the following Probability distribution. Find

i) E(X), i) E(X), i) EX-E®) I
x 10 -20 30
| P(.X". | 1/5 3/10 ] 1/2
i) Define expectation of a random variable

i) The probability distribution of a discrete random variable X is given by

f(x)= ; (ljx [ET_I x=0,1,2,3
x4 4 i e

Find E(X) and E(X?).

Against each statement, write T for true and F for false statement.

i) A random variable is also named as a chance variable.

iy  The number of accidents occurring on G.T. road during one month is
the example of continuous random variable.

iii)  The Probability cannot exceed 1.
iv)  The range of continuous Random variable is from ‘0" to ‘n’.
v  The Distribution function is an increasing function.

vi)  The expectation of a Random variable is also named as the Mean of a
Random variable.

vii)  The probability function can be negative.

viiiy A discrete probability distribution is represented by area graph.
ix)  IfX and ¥ are independent random variables then E(XY)=E(X) E(Y).

x)  IfXand Yare independent random variables, then

S.D(X-Y)=S.D(X)=-8.D(Y).



