SAMPLING
TECHNIQUES
AND SAMPLING
DISTRIBUTIONS

11.1  POPULATION (OR UNIVERSE)

A population is the totality of the observations made on all the objects (under
investigation) possessing some common specific characteristics, which are of particular interest to
researchers.

The population is the aggregate of the elements and these elements are the basic units
that comprise and define a population. The population must be defined in terms of

(D) _ content, (ii) unit, (iii) extent, (iv) time

For instance, the students of first year class at a given college, the characteristic to be
investigated may be the score received by each student in a college entrance examination, in a
given year. Populations may be finite or infinite.

11.1.1 Finite Population. A population is said to be finite if it includes a limited number of
elementary units (objects or observations).

Examples of a finite population are: the heights of all the students enrolled at a college
in a given year, the wages of all employees of a steel mill in a given year, the amount of money
spent by each student in an engineering university in a given academic year, or the grading of
items as defective and non-defective that are produced by an industry on a given day.

11.1.2 Infinite Population. A population is said to be infinite if it consists of unlimited
number of elementary units. At least hypothetically, there is no limit to the number of units it can
include.

Examples of an infinite population are: the weights at birth of all human beings, the
results obtained by rolling of a die, the lifetimes of all the bulbs produced in a production process
that operates indefinitely under given manufacturing conditions.

11.2 SAMPLE

A sample is a part of the population which is selected with the expectation that it will
represent the characteristics of the population.

=

11.2.1 Sampling. Sampling is a procedure of selecting a representative sample from a given
population.

. 11.2.2 Sample Survey versus Complete Enumeration. The collection of information from 2
part of the population is called making a sample survey. The collection of information from all
elements in a population is called taking a census or making a complete enumeration.

27
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11.2.3 Purposes of Sampling. The two basic purposes of sampling are:

(i) To obtain maximum information about the characteristics of the.population with
minimum cost, time and effort.

(i) To find the reliability of the estimates derived from the sample.

11.2.4 Advantages of Sampling. Following arc the main advantages of sampling over a
complete census.

(i) Time Saving: A sample survey involves lesser amount of time and energy than a
complete enumeration both in the execution and the analysis of data. This is a vital
consideration when the information is urgently needed as the results from a sample
survey are more readily available.

(i) Economic: A sample survey requires less expenses and labour as compared to a
complete census because the cost of covering only a fraction will be lower than that of
covering the whole population.

(iif) Accuracy: A sample survey provides the results which are almost as accurate as those

obtained by complete census. A properly designed and carefully executed sample survey
will provide even better results. .

(iv) Feasibility: Sometimes the data are obtained by tests that are destructive. For example,
to know the average life of certain type of electric bulb, we shall take a sample of these
bulbs and keep them on until they burn out. We cannot think of testing the whole lot. In
testing blood of a patient we do not drain the entire blood out of him but examine just a
few drops. Sampling may be the only means available for obtaining the desired
information ‘'when the population is infinite or inaccessible. In such cases complete
enumeration would neither be physically possible nor practically feasible.

Whatever be the merits of sampling, it cannot totally replace a complete census. A
census is a record of a nation's history and its importance has to be given due acknowledgement.

11.25 Limitations of Sampling. If the basic facts of each and every unit in the population
are needed, census become indispensable. The sample will not meet such a requirement.

For example, the list of income tax payers is prepared very carefully, the list of voters is
prepared to include the name of each and every voter, or an inventory of all goods and stocks is
necessary to know the total amount of stocks of a firm.

113 SAMPLING DESIGN

A sampling design is a pmcedure or plan for obtaining a sample from a given population
prior to collecting any data.

The collection of detailed information is known as survey. When a survey is carried out
by a sampling design, it is called a sample survey. A sample survey should be properly planned
and carefully executed in order to avoid inaccuracies.

113.1 Sampling Units. Sampling units are those basic units of the population in terms of
which the sample design is planned.

The sampling units must be distinct and exhaustive, i. e., they must make up the whole
population and they must not be overlapping. Sometimes the sampling unit is obvious, as in a
population of students or in a population of light bulbs. Sometimes there is a choice of sampling
unit. In sampling an agl'IOUluual crop, the sampling unit nught be a field, a farm or an area of land
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whose shape and area is at our disposal. In sampling a human population, the unit might be an
individual person, the household or all the persons living in a block.

11.3.2 Sampling Frame. A sampling frame is a complete list of the sampling units.

For example, a complete list of all the students in a college on May 10, 1995, is the
frame. A complete list of all households in a city is an other example of the frame.

113.3 Types of Sampling Designs. Meaningfulness of estimates, obtained from a sample,
depends upon the methods of selecting a sample. Broadly speaking there are two different
sampling schemes.

(i) Non-probability sampling
(if)  Probability sampling

114  NON-PROBABILITY (NON-RANDOM) SAMPLING

A non-probability sampling is a procedure in which we cannot assign to an element of
population the probability of its being included in the sample.

We often make inferences about the population from arbitrary and informal samples. A
wheat dealer forms his opinion about a sackful of wheat by examining just a few grains. To say
about the quality of rice cooked in a big pot, the cook takes only a spoonful of rice to taste and
decide on its quality of cooking. Such arbitrary selections are frequently made in research, in
biological and physical sciences.

11.5 PROBABILITY (RANDOM) SAMPLING

A probability sampling is a process in which the sample is selected in such a way that
every element of a population has a known non-zero (not necessarily equal) probability of being
included in the sample.

The advantage of probability sampling is that it provides a measure of precision of the
estimates. The underlying principle of a random sample is that personal factor is eliminated in the
selection as the investigator does not exercise his discretion in the choice of items. No factor other
than chance affects the likelihood of an item being included in or excluded from the sample. A
random sample may be taken with or without replacement.

11.5.1 Random Sampling With Replacement. Sampling is said to be with replacement from
a population ( finite or infinite ) when the unit selected at random is returned to the population
before the next unit is selected. The formal description of the sampling method is as follows.

I.  An object is selected from the population in a way that gives all objects in the population
an equal chance of being selected.

2.  The characteristics level of the object selected is observed, and the object is tetumed to
the population prior to any subsequent selection.

3. For a sample of size n, steps (1) and (2) are performed n times

Thus the number of units available for future drawing is not affected. The popu]anon
remains the same and a sampling unit might be selected more than once.

11.52 Random Sampling Without Replacement. Sampling is said to be without replacement, -

when the sampling unit selected at random is not returned to the population, before the next unit
is selected. The formal description of the sampling method is as follows..

1. The first object is selected from the population in a way that gwes all objects m the
population an equal chance of being selected.
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2.  The characteristics level of the object selected is observed, but the object is not returned
to the population.

3.  An object is selected from the remaining objects in the population in a way that gives
all the remaining objects an equal chance of being selected, and step (2) is repeated.
For a sample of size n, step (3) is performed (2 — 1) times.

Thus the number of units remaining after each drawing will be reduced by one. In this

case, a sampling unit selected once cannot be selected again for the sample because the selected
unit is not replaced.

116 SIMPLE RANDOM SAMPLING

S:mpfe random sampling is a procedure of selecting a sample of n  units
(n = 1, 2,-+, N) from the population of N units in such a way that:

(i) Every unit available for sampling has an equal probability of being drawn.
(i) Every sample of size n has the same probability of being selected.

A sample drawn by this procedure is called a simple or unresiricted random sample. A
sample containing n elements selected from a population consisting of N elements is called a
sample of size n. The simple random sampling is used in the population which is essentially
homogeneous in terms of some characteristics relevant to the enquiry. For small populations
where the elements are easily identifiable and accessible, simple random sampling may be easy to
apply.
Theorem 11.1 If a simple random sample of size n is selected from a finite population of size
N, then the number of all possible samples is given as

No. of possible samples

N", if sampling is done with replacement

No. of possible samples Nipr. if sampling is done without replacement

Proof. A sample of size n under simple random sampling ( with or without replacement )
consists of an ordered specification of n elements, namely

( the first chosen, the second chosen, - - -, the n-th chosen.)

Sampling With Replacement. If we use sampling with replacement, the number of units
available for each drawing are N.

The first unit of the sample can be selected in N different ways, the second unit of the sample
can also be selected in N ways, the third unit of the sample can also be selected in N ways, and
80 on, the n-th unit of the sample can also be selected in N ways.

Using the multiplicative principle, the number of all possible samples of size n, that could be
selected from a finite population of size N, is

No. of possible samples = N X N X N X *:* ntimes
. - o .
A sample of n' units constitutes only one arrangcmént, and there are N"possible arrangements

of n units from a finite population of N units. Each of the N" possible samples is selected with
* the same probability

(1 il : 1 1
— X — X — X -+ ptim = - =
N N N S e Nx N.X---ntimes _ N" -

A\
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Sampling Without Replacement. If we use sampling without replacement, the number of units
remaining after each drawing will be reduced by one

The first unit of the sample can be selected in N different ways, the second unit of the sample
can be selected in (N — 1) ways, the third unit of the sample can be selectedin (N — 2)
ways, and so on, the n-th unit of the sample can be selectedin (N — n + 1) ways.

Using the multiplicative principle, the number of all possible samples of size n, that could be
selected from a finite population of size N, is

No. of possible samples = N(N - 1)(N-2) - {N-(n-1)}

N(N-1)XN-2)---(N-n+1)

N(N-=1)"--(N=-n+1)(N-n)---(3)(2)(1)
(N —n)---(3)(2)(1)

I

. Niseneey
(N -=n)! - n

A sample of n units constitutes only one arrangement, and there are ¥ P, possible arrangements

of ‘n units from a finite population of N units. Each of the ¥ P, possible samples is selected
with the same probability

D 1 ! iy
N N -1 N-n+l N(N=1)--(N=n+1) P

n

11.6.1 Random Digits. A table of random digits consists of a sequence of digits designed to
represent the result of a simple random sampling with replacement from a population of digits 0,
1, 2, -+-, 9. In a table of random digits each digit from 0 to 9 is called a random digit, each

having the probability of occurrence of 1/ 10. Here random implies that all of these digits have
the same probability of occurrence and the occurrence and non-occurrence of any digit is
independent of the occurrence and non-occurrence of all other digits. Table 15 is such a table.

In a random digits table, random digits are normally combined to form numbers of more
than one digit. For example, random digits taken in pairs will result in a set of 100 different
numbers from 00 to 99, each having a probability of occurrence of 1/100 and each being
independent of other numbers similarly formed. Likewise random digits taken in triples will
result in a set of 1000 different numbers from 000 to 999, each having a probability of
occurrence of 1/ 1000 and each being independent of other numbers similarly formed. Similarly,

random digits taken in quadruples will result in 10000 different numbers from 0000 to 9999,
each having a probability of occurrence of 1/10000, and each being independent of other

numbers similarly formed.

11.6.2 Selection of Simple Random Sample. A simple random sample can be selected by the
following methods.

@ Lottery Method. In this method, a distinct and different serial number from 1 to N is
§ assigned to every unit of the population of N units and the number is recorded on a card
or a slip of paper. All the numbered slips are then placed in a container, and they are
thoroughly mixed. A blind selection is made of the number of slips required to constitute

. the desired size of the sample. The items corresponding to the slips drawn will constitute

the random sample. The selection of items depends entirely on chance. Some lotteries

use a rotating wheel in selecting tickets. The wheel has equal segments on its rim, one
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for each of the digits 0 through 9. N lottery tickets are numbered from 1 to N.
Suppose the tickets have three-digit numbers. A ticket number then would be selected by
spinning the wheel thrice and recording the digit which appears at the pointer each time
the wheel stops. If the digit sequence is 534, then the ticket number 534 is selected.
The lottery method becomes quite cumbersome to use as the size of population becomes
large, then an alternative method of selection of a random sample is employed.

@) Using Random Digits. In this method a distinct sampling number from 0 to (N —1)
is assigned to every unit of the population of N units. A table of random digits is
consulted with a randomly selected starting point in the table. The table is read in single
digits, in groups of two, three or more according to the number of digits in the sampling
number (N — 1) assigned to the last unit in the population. Any number greater than
(N — 1) is discarded. A number appearing second time is also discarded if the
sampling is without replacement. Continue the process of selecting the random digits or
numbers until the desired sample size is reached.

11.7 STRATIFIED SAMPLING

If the elements in the population are not homogenous, then the population is divided into
non-overlapping homogeneous subgroups, called strara, and sample is drawn separately from
each stratum by simple random sampling. This sample is called stratified random sample. The
process of dividing a heterogeneous population into homogeneous subgroups is called
stratification.

The benefit of this method is that if non-overlapping homogeneous subgroups of the
population can be identified, then only a relatively small number of observations are needed to
ascertain the characteristics of each subgroup. Stratification is used also to improve sample
estimates of population characteristics. Stratification is used:

(i) to provide an adequate sample for each stratum,

(i) because it can give more precise estimates of population characteristics than other types
of samples.

118 ERRORS

11.8.1 True Value. By true value we mean the value that would be obtained if no errors were
made in any way in obtaining the information or computing the characteristic of the population.
True value of the population is possibly obtained only if the exact procedures are used

for collecting the correct data, each and every element of the population has been covered and no
mistake or even the slightest negligence has happened during the process of data collection and its
analysis. It is usually regarded as an unknown constant.
11.82 Accuracy. By accuracy we refer to the difference between the sample result and the
true value. The smaller the difference, the greater will be the accuracy. Accuracy can be
increased: ¢

(i) By elimination of technical errors.

(i) By increasing the sample size.

1183 Precision. By precision we refer to how closely we can reproduce, from a sample, the
results which would be obtained if a complete count (census) was taken using the same method of
measurement. -

1184 Error. The difference between an estimated value and the population true value is
called an error. Since a sample estimate is used to describe a characteristic of a population. A
sample being only a part of a population cannot provide a perfect representation of the
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E:Iﬂulauon,‘ no matter how carcfull)f the sample is selected. We may think as to how close will the
ple estimate be to the population true value. Generally it is seen that an esti :
equal to the true value. There are two kinds of errors: LAtSilSirarely
(i)  Sampling (random) errors
(it)  Non-sampling (non-random) errors
11.8:5 Sampling Error. A sampling error is the difference between the value of a statistic
obtained from an observed random sample and the value of corresponding population parameter
being estimated.

A sample may not provide a true representation of the population under study, simply
because samples represent only a part of a population and thus depend on * the luck of the draw ”,
even if the sample survey is properly designed and well-implemented. Generally, let 7' be
sample statistic used to estimate the population parameter 6, then the sampling error, denoted by
E, is defined as

E=T-28

The value of sampling error reveals the precision of the estimate. Smaller the sampling

error, the greater will be the precision of the estimate. The sampling errors can be reduced:

() By increasing the sample size.

(ii) - By improving the sampling design.

(iii) By using the supplementary information.
11.8.6 Non-sampling Errors. The errors that are caused by sampling the wrong population of
interest and by response bias, as well as those made by an investigator in collecting analysing and
reporting the data, are all classified as non-sampling or non-random errors. These errors are
present in a complete census as well as in a sample survey.
1187 Bias. Bias is the difference between the expected value of a statistic and the true value
of the parameter being estimated. Let 7 be the sample statistic used to estimate the parameter 6,
then the amount of bias is

Bias = E(T) - 0

The bias is positive if E( T) > 6, itis negative if E(T) < 6 and it is zero if
E(T) = 6. Bias is a systematic component of error which refers to the long-run tendency of the
sample statistic to differ from the parameter in a particular direction. Bias is cumulative and
increases with the increase in size of the sample. If proper methods of selection of units in a
sample are not followed, the sample results will not be free from bias.

Exercise 11.1

1. (@ Explain the terms: Population; Sample; Sampling frame; Sampling unit.
(b)) Define suitable populations from which the following samples are selected:
()  One thousand homes are called by telephone in the city of Karachi and asked to
name the T.V programme that they are now watching
(i) A coinis flipped 53 times and 32 heads are recorded,

(iff)) Two hundred pairs of a new type of combat bo
_ ots ility i
Vietnam and, on the average, lasted two m(‘,mhq FetiEscer dursbility/in
{ () Homes in Karachi city having telephones and V'
(if) An infinite number of tosses of a coin, =]

(1“) [Olﬂl pl’OductiOl’l Of a new t)(pe 0{ COlllbaI bOOlS (l 1
unng d panic“ 1
lal' anOd. ]
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2. {(a)

®)

)

3. (a)
(®)

(©)

4. (@)

®)

()

5. (@)

In each of the following situations, determine whether the sampling is done from a finite
population or an infinite popuiation and then define the population.

(i) Acoinis tossed 20 times and 12 heads are recorded.
(i) Ten employees of large manufacturing company are selected as representatives
of labour to serve as a labour management committee.
(iii) A sample of bulbs is selected periodically to determine the number of defective
bulbs produced by a production unit.
{iv) Acoinisweighed 15 times to estimate its true weight.

{ () Infinite—population is all the potential tosses of the coin,
(i) Finite—population is all the employees of the company,
(iii) Infinite—population is all the bulbs produced by the production unit,
(iv) Infinite—population is all the potential weights of the coin.)

What is meant by sampling? Describe the advantages of sampling over complete
enumeration.

For each of the-following reasons. give an example of a situation for which a census
would be less desirable than a sample. In each case, explain why this is so,

(i) Economy _ (i) Timelincss
(i) Size of population (iv) Inaccessibility
(v)  Accuracy : (vi) Destructive observations?

Distinguish between the following:
(1)  Population and sample,
(i) Sampling with and without replacement.

Distinguish between probability and non-probability sampling, giving examples.
Describe the advantages of using a probability sample.

What do you understand by a simple random sample? By taking some artificial
example, explain the method of drawing a simple random sample.

Distinguish between the following:
® Random sampling and simple random sampling.
(n’} Simple random sampling and stratified random sampling.
(iif) Sampling and non-sampling errors.

_Explain how would you select a random sample of 10 households from a list of 250

households, by using a table of random digits.

A poll is to be conducted to determine the voting preference of the voters in a certain
city. Design a sampling plan such that the sample would be representative of the
population of all the voters.

In a certain locality, there are 300 households. We wish to select a sample of 50
households. How would you select this sample using Random Numnbers?

What is the difference between precision and accuracy of a result? Explain with some

- examples.

®)

What are two broad categories of errors in data collected by sample surveys? What are |
the methods for reducing sampling error?
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119  SIMPLE RANDOM SAMPLING
' AND SAMPLING DISTRIBUTIONS
As we have already mentioned that a random sample must be chosen in such a way that
it is representative of the population about which we want to make inferences. A random sample
of observations can be chosen in either of the two ways: with replacement or without
replacement.

11.10 SAMPLING DISTRIBUTION OF A STAT[STIC

11.10.1 Parameters. The numerical quantities, that describe probability distributions, are called
parameters. Parameters are fixed constants that characterise a population.

Parameters are usually denoted by Greek letters. Thus, 7 ( the probability of success in a
binomial experiment ), and u and o ( the mean and standard deviation of a normal distribution )
are examples of parameters.

Let x,, x,, -+, xy bethe N elements of a population. A population value summarizes the

values of some characteristic ( or characteristics ) for all N units of an entire population. It
describes some feature of the distribution of the random variable ( or variables ) in the defined
population. Let x; ,j = 1,2, -, N, be the observed value of some random variable X for the

J-th element in Lhe population, then some of the examples of the population parameters are:

N
Population total: e P
i=1
N
2 X;
. Jj=1
Population mean: o= i
]V
X (x; —p)?
Population variance: o = &

. ’ No. of elements with attribute A k
Population proportion: 1 = — = —
Population size N

11.10.2 Statistic. A sratistic is a function, of the observations of a random sample, which does
not contain any unknown parameter.

We know that a number of simple random samples can be drawn from the same
population and each sample gives a different value of the statistic that is used as an estimator of
the population parameter. The sample statistic is a random variable having its own probability
distribution. We intend to use a statistic to make inferences about the distribution of the
population. A statistic is usually denoted by a small Latin letter (X, s, r ) to represent its
value obtained from an actually observed sample. A statistic is denoted by a capital Latin letter
(X, S, R) to represent its random nature.

Let X, x;, ***, x, be the observed values of a random sample X, X, ,- - , X, of size n
from a given population of N items. A sample value is an estimate calculated from the n
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elements in the sample, Let x;, i = 1,2, -+-, n be the i-th element in the sample, then the
observed values of some of the sample statistics are

Sample total: '21 X;
j=
I n
.E, X
Sample mean: Xi=—
n
2(x; ~ )2 R
Sample variance: o e T e
n n—1
where ns? = (n - 1)§?2
: No. of elements with attribute A x
Sample proportion: DE = : A B
Sample size n

11.10.3 Sampling Distribution of a Statistic. The sampling distribution of statistic is the
probability distribution of the statistic obtained from all possible samples of some specified size
that can be drawn from a given population.

11.10.4 Standard Error of a Statistic. The standard deviation of the sampling distribution of a
statistic is called the standard error of the statistic.

11.11 SAMPLING DISTRIBUTIONS
' FROM GENERAL POPULATIONS

We will now look at the most common situations where the Central Limit Theorem is
used to specify approximate probability distributions for sample statistics where sampling is done
from general ( non-normal ) populations.

The particular sampling distributions we are interested in are those for: (i) the mean,
(if) the difference between two means, (iii) the proportion of successes, (iv) the difference
between two proportions.

11.12 SAMPLING DISTRIBUTION

OF THE SAMPLE MEAN, X B4

The sampling distribution of the sample mean X is the probability distribution of the
means of all possible simple random samples of n observations:that can be drawn from a given
population with mean 4t and variance o2,

11.12.1 Standard Error of X. The standard deviation of the sampling distribution of the
sample mean X, denoted by O, is called the standard error of X

: To discuss the relationships between the population and the sampling distribution of the
sample mean, the following symbols will be used.
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N = Population size n = Sample size
K = Population mean Mg = Mean of the distribution of X
o? = Population variance Ui—, = Variance of the distribution of X
o = Population standard deviation 0y = Standard error of the distribution of X

11.12.2 Properties of the Sampling Distribution of X . The prof)erﬁes of the sampling
distribution of the sample mean are given by the following theorems:

Theorem 11.2  The mean of the sampling distribution of X, denoted by _u.,—é. is equal to the
mean of the sampled population, i. e.,

Hy = E(f) =

This theorem holds regardless of the sample size n or whether sampling is conducted with or
without replacement.

Theorem 11.3  The variance of the sampling distribution of X is equal to the variance of rhe
sampled population divided by the sample size, i. e., -

2 - o?

oz = Var(X) = —
n

X
where X is the mean of a random sample of size n from an infinite population (or sampling
with replacement) with mean | and finite variance ¢*.

The standard error of X then becomes

2

ag

0= =
it n

However, if the value of ¢ is unknown, it is replaced by the sample standard deviation S, the
estimate of the standard error of X then becomes

$

Theorem 11.4 The variance of the sampling distribution of X is

P =Va,<f)=°_(N ]

SRS

n N-1 -

where X is the mean of a random sample of size n drawn without replacement from a finite,
population of size. N with mean | and variance c*. The factor (N — n)/(N 1) is usuafly
called as finite population correction (fp ¢ ) for variance.
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The standard error of X then becomes

T O’Q[N—u]= ag N-=-n

X n Jn

However, if the value of o is unknown, it is replaced by the sample standard deviation S, the
estimate of the standard error of X then becomes

.§ N-rr

=T

Ss

(X, - X)?

where, .§ =

Theorem 115 If X is the mean of the random sample of size n drawn from a normal
population with mean |1 and variance 6> (known), the sampling distribution of X isanormal
distribution with mean [ and variance o* / n regardless of the size of the sample (including
sample size 1). The distribution of the standardized sampling errors

TS e N X =
: % a/n
will be standard normal distribution.
Theorem 11.6 (Central Limit Theorem). For a large sample size, the mean X of a random
sample from a population with mean | and finite variance c? has a sampling distribution that
is approximately normal with mean [ and variance o2/ n regardless of the probability
distribution (shape) of the sampled population. The lager the sample size, the better will be the

normal approximation to the sampling distribution of X . The distribution of the standardized
sampling errors

X-pu
% o/\n
will approach the standard normal distribution as n tends to infinity.

Example 11.1 A population consists of four children with ages 2, 4, 6 and 8. Take all
possible simple random samples of size 2 with replacement. If X is the age of a child, find,

()  the theoretical sampling distribution of X , the mean age of two children in a sample;
(i)  the mean, variance and standard error of X ;
(#if) the mean, variance and standard deviation of the population.

Verify the resulis

2
®O pz=u (i) of = En- @) oz = SO

Jn
Solution. Population: 2, 4, 6, 8  Populationsize: N = 4;  Sample size: n =2
Number of possible samples = N x N = 4 x4 = 16

All possible samples that can be drawn with replacement from our population, and their means
are shown in the following tree diagram.
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“First Second Sample values Sample sum XX
draw draw R Y Ty
2 2.2 4 )
; < 4 2,4 6 3
6 2,6 8 4
8 2,8 10 5
2 4,2 3
4 < ¢ 4,4 8 4
6 4.6 10 5
8 4,8 12 6
2 6,2 8 4
p 4 6,4 10 5
6 6,6 12 6
8 6,8 14 7
z he 10 . 5
5 4 8,4 12 6
6 8,6 14 7
8 . 8,8 16 8
Fig, 11.1 A tree diagram showing all possible samples of size 2 drawn with
replacement from a population of the 4 equiprobable values 2, 4, 6, 8
The sampling distribution of sample mean X , its mean, variance and standard error are
Value of X Number of occurrences Probability ]
X f p(x) =fIZf T px) 2 p(x)
2 1 TS 2/16 4/16
3 2 2/16 6/16 18/16
4 3 3/16 12/16 48/16
5 4 4/16 20/16 100/16
6 3 3/16 :18/16 108/16
7 2 2/16 14/16 98/16 -
8 | /16 - 8/16 - 64/16
Sums f=16 1 _80/16 440/ 16
pr = EX) = TTpF) = 15 = 5
o} = = —— - (5) = 25
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oz = Var(X) = 25 = 1.58

The mean, variance and standard deviation of the population

5, 2 4 6 § |Zx, = 20
X3 4 16 36 64 | Zxj =120
1 i e
N 4
D 120
J 2 - Vi
Oei— - U= = — - (5 =5
~ s o)
o =5 = 223
We are to verify that
0) @) o2 2 i) 0 = ——
= i £ = — (11} - =
Lr=el X = X e
2.236
Gl 5 25 = = 158 =
2 J2
25 = 25 158 = 1.58

Example 11.2 A population consists of values 3, 6, and 9. Take all possible simple random

| samples of size 3 with replacement. Form the sampling distribution of sample mean X . Hence
state and verify the relationship between

(i)  the mean of X and the population mean,
(1)  the variance of X and the population variance,
(iti)  the standard error of X and the population standard deviation.
Solution. Population: 3, 6, 9; Population size: N = 3; Sample size: n = 3
Number of possible samples = N XN xN = 3 x3x3 = 27

All possible samples that can be drawn with replacement from our population, and the sample
means are shown in the following tree diagram.

First Second “ Third Sample values DXy = D3,
draw draw draw X, =

b B 3.3.3 9 3

=" 3,3,6 12 4

D 3.3.9 15 5

3,6,3 12 4

3 3,6,6 150, 5

3,6,9 18 6

3,9,3 15 5

3,9,6 18 6

3,9,9 21 7
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e 63,3 12 4
3 - 6 6,3,6 15 5
2 6,3,9 18 6
e 6,6,3 15 5
6 6 o 6,6, 6 18 6
e 6,6,9 21 7
.3 6,9,3 18 6
o= o 6,96 21 7
2 6,9,9 2 8
3 2 9,3,6 18 6
2 9,3,9 21 7
: or— T ‘(’ 9,63 18 6
9 R 9,6,6 21 7
2 9,6,9 2 8
: 6 9,9,3 21 7
J ; 9,9,6 24 8
9,9,9 27 9
Fig. 11.2 A tree diagram showing all possible samples of size 3 drawn
with replacement from a population of 3 equiprobable values 3, 6, 9.
The sampling distribution of sample mean X, its mean, variance and standard error are
Value of  Number of occurrences Probability _
X f p(x) = fIXf X p(x) x? p(X)
3 : /27 3/27 9/27
4 3 3/ 27 12/ 27 - 48/27
5 6 6/27 30/ 27 150/ 27
6 7 7/ 27 42/ 27 252/ 21
7 6 6/ 27 42/ 27 294/ 27
8 3 3/ 27 24/ 27 - 192/27
9 1 1/27 9/21 81/27
Sum Sf=27 1 162/ 27 1026/ 27
i — S e 162
Bz = EX) = ZF p(F) = —= = 6
= o 102
0% = Var(X) = XX p(%) - p% = “573—(6)’ = 0

oz = Var(X) = 2

1.414
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42 e
. iati fpopu]mion
_variance and standard deviation 07 PPV
The mean = - : 9 Zl'j T
1
X2 9 36 81 x? =126
‘2.\‘,- 18
= = — =6
EEESN 3
2 9
ol= Z;, -p? = -—Igﬁ —(6) =6
o =6 = 24495
We are to verify that
= o? -
GO uz=1n - @ 0’%=T @) oy = 2
n
A
D=0 22 T o i
3 \{3
2 =2 1414 = 1414
Example 113 A random variable X has the following probability distribution.
X 4 5 6
P(x;) 03 05 0.2

If a safnpk of size 2 s taken with replacement, obtain the sampling distribution of X.
Determine the mean and variance of the sampling distribution. Find the mean and variance of the

population. Discuss the results. '

Solution. We have an infinite population. Since the sample is drawn at random with replacement
from the infinite population, the sample values are independent. Thus the distribution of possible

samples of size n = 2 drawn with replacement is

Sample values Sample total Sample mean Probability

% T - E:‘ p(X)

4,4 8 40 (0.3)(0.3) = 0.09
4,5 9 45 (03)(0.5) = 0.15
4,6 10 5.0 (0.3)(02) = 0.06
5.4 9 4.5 (0.5)(03) = 0.15
5,5 ) 5.0 (05)(0.5) = 025
5,6 11 55 (0.5)(0.2) = 0.10
6,4 10. 5.0 (02)(0.3) = 0.06
6,5 11 5.5 (02)(0.5) = 0.10
6,6 12 6.0 (02)(0.2) = 0.04

1

Sum
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The sampling distribution of sample mean X, its mean, variance and standard error are

Value of Probability

53 p(x) x p(x) x? p(X)
40 0.09 036 1.440
4.5 0.15+0.15 = 0.30 1.35 6.075
5.0 0.06 + 0.25 + 0.06 = 0.37 1.85 9.250
55 ' 0.10+0.10 = 0.20 1.10 6.050
60 0.04 0.24 1.440
Sums 1 i 49 24.255
pz = EX) = LXp(X) =

02 = Var(X) = L % p(T) - py = 24255 — (49)* = 0.245

O ,/ Var(X) ,} 0.245 = 0495

The mean, variance and standard deviation of population

Il

x; 4 5 6
p(x;) 0.3 0.5 0.2
x; p(x;) 12 2.5 12 Zx; p(x;) = 49
x? p(x;) 4.8 12.5 72 Zx;p(x;) = 245
H = E(X) = ij p(xj) =
02 = Var(X) = Zx}p(x;) - p? = 245 - (49)" = 049
o = 049 = 07
We are to verify that:
. c? = c
@) ug=u @ o% = == @ oz = T
49 = 49 0245 = % = 0245 - 0495 = 2L _ 0495

Tz

Example 11.4 A population consists of value 3, 5, 7 and 9. Take all possible simple random
samples of size 2 without replacement. Form the sampling distribution of sample mean X . Find
the mean, variance and standard error of X . F md the mean, variance and standard deviation of
the population. Verify that:

2
@ pz =g G oY = —"—[

n

N-n (“. N-n

N_1 i) Oz J_ N

Solution. Population: 3, 5, 7, 9; Population size: N = 4; Sample size: n = 2
Number of possible samples = N(N - 1) = 4(4-1) =
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All possible samples that can be drawn without replacement from our population, and their means
are shown in the following tree diagram.

First Second Sample values 3 x 3 ZX;
draw draw x; ; X 0w
5 3,5 8 -
3 < 7 3,7 10 5
9 3,9 12 6
3 SN 8 4
5 < 7 3.7+ 12 6
9 5,9 14 7
3 7,3 10 5
7 < 5 7,5 12 6
9 7,9 16 8
3 9,3 12 6
9 < 5 9,5 14 7
7 9,7 16 8

Fig. 11.3 A tree diagram showing all possible samples of size 2 drawn
without replacement from a population of 4 equiprobable values 3, 5, 7, 9.

The sampling distribution of sample mean X, its mean, variance and standard error are

«wveof X  Number of occurrences Probability _
e T PE)=fISf % p(x) %2 p(%)
4 2 2/12 8/12 32[12
5 2 2/12 10/12 50/ 12
6 4 4/12 24/12 144/ 12
7 2 2[12 14/12 98/12
8 2 2/12 16/ 12 128/12
Sum - . ¥f=12 1 7212 45212
p§=E(f)=pr(f)=f—2='6 |
0% = VarX) = X ® p(E) - pt = = _ (6) = 1667

o8

oz = JVar(X) = {1667 = 1291
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The mean, variance and standard deviation of population

X 3 5 7 9 |Zx =2
,rf. 9 25 49 81 Zx? = 164
ZX;
U = = .Ei = 6
N
Yx?
0-2 = S e — £4____ (6)2 =5
N 4

We are to verify that

: o , o’ N-n - (o N -n
T3 : oz = : = =
@ pg=u (@) o% . [ N1 ] @) op = = o
6 = 6 1.667 = e 1291 = 2236 |4-2
21 4-1 [2 4—1
1.667 = 1.667 1.291 = 1.291

Example 11.5 A population consists of values 0, 3, 6 and 9. Take all possible simple
random samples of size 3 without replacement. Form the sampling distribution of sample mean
X. Hence state and verify the relationship between

(i)  the mean of X and the population mean,
(if)  the variance of X and the population variance,
(iti) the standard error of X and the population standard deviation.
Solution. Population: 0, 3,6,9; Population size: N = 4; Sé.mple size: n =.3
Number of possible samples = N(N — 1)} (N -2)=4(4-1)(4-2) = 24

All possible samples that can be drawn without replacement from our population, and the sample
means are shown in the following tree diagram.

First Second Third Sample values : -~ 2255
draw draw © draw Xl Lx, X= =
6T ————— R 0356 9
S

0,3,9 12

9
z 58— GLT 9
0 6< %
Q0 —_—
3.
6

3
4
3
0,6,9 15 S
4
S

0,9,3 12
0,9,6 15

'TIRIAEE B |
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0< 6 3,0,6 9 3

9 3,0,9 12 4

0 3,6,0 9 3

3 Gh=——r 9 3,6,9 18 6
< 0 3,9,0 12 4

2 6 3,9,6 18 6

3 6,0,3 9 3

0< 9 6,0,9 15 5

- 3< 0 6,3,0 9 3
9 6,3,9 18 6

9< 0 6,9,0 15 5

3 6,9,3 18 6

0< 3 9,0,3 12 4

6 9,0,6 15 5

9 3< 0 9,3,0 12 4
6 9,3,6 18 6

6<0 OG0 S 5

3 9,6,3 18 6

Fig. 114 A tree diagram showing all possible samples of size 3 drawn without
replacement from a population of 4 equiprobable values 0, 3, 6, 9.

The sampling distribution of sample mean X, its mean, variance and standard error are

Value of X Number of occurrences Probability
x f p(x) = fISf % p(x) %2 p(%)
3 6 6/24 18/ 24 54/ 24
4 6 6/ 24 24/ 24 . 96/ 24
5 6 6/ 24 . 30/24 150/ 24
6 6 6/ 24 36/ 24 216/ 24
Sums Xf=24 s - 108/ 24 516/ 24
Bz = BX) = I3 pE) = > = 45
oy = Var(X) = Tx2 p(x) - pg = %_ (457 = 1.25

S
[

.JVar('f) = 1[1.2_5 = 1.118
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The mean, variance and standard deviation of population

X; 0 3 6 9 |Zx; =18
xf 0 9 36 81 fo = 126
z'xj 18
= = — = 45
5 N 4
Zx? 126
2= —L _p? = — - (45) = 1125
o N M 2 (4.5)

o = /1125 = 3.3541

We are to verify that

. c? N-n 0‘ N-=-n
i - = i) ot = — i) o5 =
@ ug=p @ ol "{N_l]‘ MG =
45 = 45 125 = A2 oIy rpiganddl, fsdeS
3 | 4-1 y VN =T
125 = 1.25 1.118 = 1.118
Example 11.6 A random variable X has the following probability distribution.
X; 3 ea 5 '
p(x;) 0.2 0.4 0.4

If a simple random sample of 3 numbers is taken without replacement, obtain a sampling
* distribution of the sample mean X . Find the mean, variance and standard error of X .

Solution. We have an infinite population. The actual sampling distribution of X, the sample
mean of three numbers taken without replacement, is impracticable because the population is
infinite. Since the sample is drawn at random without replacement from the infinite population,
the sample values become independent. Then the actual sampling distribution of X , the sample
mean of three numbers taken without replacement, is impossible but it virtually becomes the
sampling distribution of X the sample mean of three numbers taken with replacement.

The population size N is infinite and n = 3. Then the finite population correction

N_u—)lasN—>w and 9 NisHn

The mean, variance and standard deviation of population

s
N -1 Jn V N-1 _’_JI_
Sum

x; 3 4 5
p(x;) 0.2 0.4 04 Zp(x;) =1
x; p(x;) 0.6 1.6 2.0 Zx; p(x;) = 42
x5 p(x;) 1.8 6.4 10.0 Tx2p(x;) = 182




e —————

—
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B = E(X) = Xxp(x) = 42
0 = Var(X) = Lx¥p(x) — u?® = 182 - (4.2)
The mean, variance and standard error of X
Py = p = 42
o? 0.56

= — = —— = 0.187
3

oz = 0.187 = 0432

Example 11.71 The weights of 1000 students of a college are normally distributed with mean
68.5 kg and standard deviation 2.7 kg. If a simple random sample of 25 students is obtained
from this population, find the expected mean and standard deviation of the sampling distribution
of means if sampling were done (i) with replacement and (ii) without replacement,

Solution. We have

0.56

o

2|0
-]

Population mean: y = 68.5, Population standard deviation: o = 2.7
Population size: N = 1000, Sample size: n = 25
@) Sampling with replacement:
Uz = WL = 685kg.
G, 2.7
O =—=— = —— = 054k

Jn 2

(73] Sampling without replacement:
Ly = L = 685kg. .
e O N-n _ 27 1000-25
S\ J25 | 1000-1
Example 11.8 Given the population 1, 1, 1, 3, 4, 5, 6, 6, 6, and 7.

(@) Find the mean and standard deviation for the sampling distribution of mean for a
: sample of size 36 selected at random with replacement.

(b) Find the mean and standard deviation for the sampling distribution of mean for a
sample of size 4 selected at random without replacement.

Solution. The mean and standard deviation of the population are:

= 0.53 kg

x; I L e RS SRR 6 N6 6 7 | Xx; =40
S B O TS I3 36 136 49 (X2 =210
u=‘2xj S0
NI
e | i e BT

- 2 42 = 2
| N /1 7 (4) . 2.236
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(@) Sampling With Replacement. We have, sample size n = 36. The mean and standard
errorof X are :

r

#E=P-=4

GJ? == ———-G = —2236 = 0.373

yrn {36

) Samplingl Without Replacement. We have, sample size n = 4. The mean and standard
error of X are: ;

-”*;? — p — 4
N-n 2.236 10-4
Fo —

X J’_ N-1 = [4 Y 10-1

= 0913

Exercise 11.2

1. (@) How do you define a population and a sample? Differentiate between parameter and
statistic. Why a parameter is said to be a constant and statistic a variable?

(b) A labour union has 1000 members. A random sample of 50 members of the union
gave an average age of 40 years. The average age of the members of the labour union
was, therefore, estimated to be 40 years. A Wplete enumeration of all the members
indicated that the true mean age was 43 years. Answer the following:

* (i)  Which figure is a parameter?
(if) Which figure is a statistic?

{ () Population size N = 1000, and population mean age [ = 43 years;
(ii) Sample size n, and sample mean X = 40 years.}

2. (@) What is meant by a sampling distribution and a standard error? Describe the propemes
of the sampling distribution of sample mean.

(b)) What is meant by standard error and what are its pracncal uses?

(¢) What is the finite population correction factor? When is it appropnately used in
sampling applications and when can it, without too great an undesirable consequence, be
ignored?

3. (@) A finite population consists of the numbers 2, 4, .6, 8, 10 and 12. Calculate the
sample means for all possible random samples of size n = 2, that can be drawn from
this population, with replacement. Assuming the - 36 possible samples equally likely,

make the sampling distribution of sample means and find the mean and variance of this
distribution. Calculate mean and variance of the population and verify that

et e—"

n
(=7 Lo A =166 7 T or = 5833}

@O Hz =M () o%

Com el T TSN

wmiIvIE il
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®)

(c)

4. (a)

®

©

A finite population consists of the numbers 2, 4, 6, 6, 8 and 10. Calculate the sample
means for all possible random samples of size n = 2, that can be drawn from this
population, with replacement. Assuming the 36 possible samples equally likely, form
the sampling distribution of sample means and find the mean and variance of this
distribution. Calculate mean and variance of the population and verify that

i O

o

(=6 puz=6 0 =258, o; =182)

@ pg=p i o

Draw all possible samples of size n = 3 with replacement from the population 3, 6, 9
and 12. Assuming the 64 possible samples equally likely, form a sampling distribution
of the sample means. Hence state and verify the relation between -

(i)  the mean of the sampling distribution of the sample mean and the population
mean;

(i)  the variance of the sampling distribution of the sample mean and the population
_ variance.
(B=75 pg =15 pg = g2 =H125"162 =375, 62 = 0/u}
A finite population consists of the numbers 2, 4, 6, 6, 8 and 10. Calculate the sample

means for all possible’ andom samples of sizec n = 2, that can be drawn from this
population, without replacement. Assuming the 30 possible samples equally likely,

. make the sampling distribution of sample mean. Find the mean and variance of this

distribution. Calculate mean and variance of the population and verify that

(e T =T GRSyt N —

"JXN—}

{u=6 uz=6 0 =258, o =1633)

A finite population consists of the values 6, 6, 9, 15 and 18. Calculate the sample
means for all possible randor samples of size n = 3, that can be drawn from this
population, without replacement. Assuming the 60 possible samples equally likely,
make the sampling distribution of sample mean and find the mean and variance of this
distribution. Calculate mean and variance of the population and show that

n N -1
(p = 1038, o2 = 23.76, Mg = 108, <0‘3x- = 3.96)

2 -
@& wup=n (if) a}:i—[N "]

'Find the mean u and variance o2 of the finite population 1, 4, 7 and 8. Take all

possible samples of size 2, that can be drawn at random without replacement from this
population. Assuming the 12 possible samples equally likely, make the sampling
distribution of sample mean and find the mean and variance of this distribution. Verify
that T :

M EX)=p (i) Var(X) = "’: [N‘" ]

N -1

B Tt i e =
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5. (a) |

®)

6. (a)

®)

7. (@)

®)

(c)

where X is the random variable ‘the sample mean’, N is the population size and » is
the sample size. What happensas N — o ?

N"I’_'—>I}"

[p =5, o2 =175 EX) =5, Var(X) =

In an infinite population g = 50 and 6% = 250;- find the mean and variance-for the.
distribution of X if :

H n = 25 (i) n = 100, (iii) n = 1250 K
{ () pg =50, O’— =10 (i) pg=50, o5 =25 (i) ug= 50, '=’- =02}

A large number of samples of size 50 were selected at random from a normal

population with mean u and variance o2. The mean and standard error of the sampling
distribution of the sample mean were obtained 2500 and 4 respectively. Find the mean
and variance of the population.

(2500, 800)

If the size of the simple random sample from an infinite population is 55, the variance
of sample mean is 27, what must be the standard error of sample mean if n = 1657
(O‘E = 3)

If the size of the simple random sample from an infinite population is 36 and the
standard error of the mean is 2, what must the size of the sample become if the standard
error is to be reduced to 1.27

(n = 100)

The random variable X has the following probability distribution:

x5 4 5 6 7

p(x;) 102 0.4 0.3 0.1

Find the mean Kz variance 0% and standard error Ox of the mean X for a random

sample of size 36.
(ug =53, ozf = 0.0225, oy = 0.15)

A random sample of 36 cases is drawn from a negatively skewed probability
distribution with a mean of 2 and a standard deviation of 3. Find the mean and
standard error of the of the sampling distribution of X.

(g = 2, Oy = 05)

A random sample of 100 is taken from a population with mean 30 and standard
deviation 5. The probability distribution of the parent population is unknown, find the

‘mean and standard error of the of the sampling distribution of X.

(ng =30, 0z = 05)

¢
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11.13  SAMPLING DISTRIBUTION OF THE DIFFERENCE
BETWEEN TWO SAMPLE MEANS, X, - X

The sampling distribution of the difference between two sample means X, — X, is the
probability distribution of all possible differences bétweeén means X, and X, obtained from all
possible independent simple randbm samples of n, and #, observations that can be drawn from

two given populations with means p,, 4, and variances 07, 03 respectively.

Often we Wish to compare the means of two random variables. The comparison is made
on the basis of two independent random samples drawn from given populations.

Suppose that two independent random samples of sizes n, and n, are drawn from
populations with meéans. 4, and p, and variances o} and 03, respectively. Let X, be the mean
of sample of size n, from the population with mean p, and variance ¢?, then X, is a random
variable that has its own probabiiity distribution with mean y, and variance 62 /n, . Let X, be
the mean of sample of. sme n, “from the populatron with mean u, and variance ¢:rq . then X, , is
a random variable that has its own probability distribution with mean g, and variance '3 2,

Then the differences X, - X, can be obtained from all possible pairs of X, and X,.

Consequently, the difference X, — X, between two sample means is a random vanable that has

its own probability distribution which is called the sampling distribution of the difference
between two sample means.

‘ll.i3.l Properties of the Sampling Distribution of the Difference between Two Sample
Means. The properties of the sampling distribution of the difference X, - X, between two
sample means are given by the following theorems:

Theorem 11.7 The mean of the sampling distribution of (X 1= J-{z ), denoted by U % - %y is
equal 10 the difference between the population means, i. e.,

BRI X ) s
This theorem holds regardlcss of the sample sizes n, and n, or whether sampling is done with or
without replacement. i _
Theorem 11.8 The variance of the. sampling distribution of (X . — X,), denoted by
g ;-I Lo is equal to sum of the variances of the sampled popula!ién_s divided by the respective

sanple sizes, i. e.,

: - 2 2
2 : = - a a.
o - = VanlX, - X,) = I 42
X - X 1 2
1 2 nl nz

where X , and J_f‘zl are means.;)f two independent random samples of sizes n; and n, from
infinite populations ( or sampling with repldcement ) with means Ji, and i, and finite variances
0} and 03 respectively.
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The standard error of (X, - X,) then becomes

0% -%, = JVar(X, = X,)’

However, if g% and o2 are unknown, these are replaced by the samplc variarices S and 82 5

the estimate of the standard error of ( X — ») then bacomes

e e B
~ o Z(X, = Y )3 - E X—q = f 2
where Slh = —-l—l] and Szz = ( = 12)
ﬂ| — n, —

Theorem 11.9  The variance of the sampling distribution of ( X = X 2) IS

2 - 0-2 N, — r ¥ ) Y |
G%’fl_fz = V(”'(XI _Xz) = 1 { 1 ll| ]+ 0-2 { Nz "2 ]

n N, —-1 n, N, -1

where j(_ and X, are the means of random samples of sizes n, and n, drawn wi.thour
replacement from finite populations of sizes N and N, with means u, and U, and variances

01 and o'q, respectively.

The standard error of ( X = X ,) then becomes

e 2(Ni=m ). G2( Ny,
op ¢ = JVar(X, — %) = (|2l M=meliaoy EOEInE)
1=X2 m{ N-1 N,-1 |.

Ry

Theorem 11.10 If X y and X , are the means of random samples of n, and .nz-_ observations
from two independent normal populations with means p,, u 2 and .ﬁqﬁan'ces o, , 032
respectively, then the sampling distribution of the difference between sample means X, - X, is
normal with mean and variance 3

Hyiox, S M5

2 2

(o} o
sz v ____I__+__2__
) n, n,

That is, the distribution of the random variable

Xy %)=ty O X G

Z = L= -
§ O - : 2

X, -X c .0 i

1= %2 : Pty

™ n

is a standard normal distribution..

S TRL ]
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Example 11.9 Let X, represent the mean of a sample of size n, = 2 selected at random
with replacement from a finite population consisting of values 7 and 9. Similarly, let X,
represent the mean of a sample of size n, = 3 selected at random with replacement from

another finite popu_lgrion_mnsisring of values 3 and 6. Form a sampling distribution of the
random variable (X, - X,). Verify that

- A = 02 62
(@ Hri-x, = Hi— (ir) G = ?4- ”z
Solution. We have
Population 1: 7. 9: N, = 2; n = 2
Number of possible samples . = N, X N, = 2 X2 = 4
_ Possible samples (7.7), (7.9). (9,7). (9,9)
Sample means ¥, 76 8, 8, 9
Population 1I: 3. 6; N, = 2; n, =3
Number of possible samples = N, X N, x N, = 2x2x2 = 8
Possible samples (3:8:3).88(3,8,6), (3,6,3), (6,3,3)
- (3|6&6)$ (6.3,6), (6‘:6'3)9 (6|6‘6)
Sample means X, 3, 4, 434 5, 9, 5; 6
All possible differences between sample means ( X 1 - X ,) are
X2
X 3 4 4 4 5 5 5 6
7 4 3 3 3 2 2 2 1
8 5 4 4 4 3 3 3 2
8 5 4 4 4 3 3 3 2
9 6 5 5 5 4 4 4 3
The sampling distribution of X, — X, its mean and variance are
Value of Number of Probability
fl_ fz occurrences
X —X, J; P(X=%)=fIZf (x-X,)p(%—%,) (X,-%,) p(%,—%;)
1 1 1/32 1/32 1/32
2 5 5/32 10/ 32 . 20/ 32
3 10 10/ 32 30/ 32 90/ 32
4 10 : 10/ 32 40/ 32 160/ 32
5 5 5/32 25/32 . 125/ 32
6 1 1/32 ' 6/32 36/ 32

Sums 2f=32 T 112/32 : 432/ 32
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55
A Sy o 112
X i & E(X,-X,) = L(%~%) p(% - %) = BT 3.5
0% -x, = VX, -X,) = L& -5 oK - %) - #k
432 2
= 35) = 125
= =1(35)
The mean and variance of population I are
X, 7 9 Zx] = 16
X2 49 81 2xd = 130
22X 16
= e 8
& N, 2
¥ 130
of = Ll = — - (8) 1
N, 5 2
The mean and variance of population II are
x3 9 36 XA =S 4SEES
2 x, 9 '
= = = — = 45
L N, 2
, T s e L
g; = 2 _u2 = — - (45) = 225
3 v, M3 2 (45)
We are to verify that
; e e ; 2 - _liotin o}
(l)- )le_xz S )ul ﬂz ("') (o) X, = "l + ﬂz
35 = 8-45 1125 it 220,
2 3
35 = 35 125 = 1.25
Example 11.10 Two independent random samples of sizes n, = 30 and. "2 50 are taken

Jfrom two populations having means |, = 78 and u, =

“Hy

= 78,
= 75,

M =

150,
200,

75 and vanance.: 62 = 150 and’
o2 = 200. Let X be the mean of the first random sample and Jl'2 be the mew: of the second
random sample. Find the mean and standard error of X 1= X,

Solution. We have 1,

'l‘ll = 30 - :
n, = 50

e

et Tl
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Then mean and standard error of X, — X, are

Bg-%, = M-l = 8 -75 = 3

% -% =

o o 150 , 200
m n, 50

Exercise 11.3

1. (a)

®)

2. (a@)

®)

What is meant by the sampling distribution of the diffcrém:c between two sample means.
Describe the properties of the sampling distribution of the differences between two
sample means.

Let X ; represent the mean of a sample of size n, = 2, selected with replaceinent from
a finite population -2, 0,.2, and 4. Similarly, let Ez represent the mean of a sample
of size n, = 2, selected with replacement from the population — 1 and 1.

(/)  Assuming that the 64 possible differences X, — X, are equally likely to
occur, construct the sampling distribution of X J?

2 2
(i)  Verify that G e o e A
: X1 —Xa "1 nz
{g, =1, p,=0, 5% = = INGHa=5! 0'% =1, o-zfl“‘?z =13}
Let the variable X 1 represent the mean of random samples of size n, = 2, with

replacement drawn from the finite population 3, 4, 5. Similarly, let X, represent the
means of random samples of size n, = 3 with replacemcnt drawn from the population
0, 3. Assummg that the 72 possible differences X 1 =X , are equally likely to occur,
construct the sampling distribution of _X X . Show that

o2 o?
£ e e = i 2 = 1 2
(i) p’x,-xz = -u’l -\u?. (I‘) o.xl -X, = n, + n, |
{, = 4, p, =15, p'f_]—fz =725 Cl'f = 0.667, 0‘% = 2.25, 01‘;?1 ey 1.083 }

Let the variable X, represent the means of random samples of size 2 without
replacement, drawn from the finite population 5, 7, 9. Similarly, let X, represent the
means of random sample of size 2, without replacement from another finite population
4, 6, 8. Assuming that the 36 possible differences X, — X, are equally likely to occur,

"~ construct the sampling distribution of X, — X, and verify that

@ My -z, ‘—'.,Ulhiué

2
(i) CF;- _x. = sGing [NE= ) S, o7 (Ny=—m
N N -1 n, | Ny -1
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[}

(my =T, 1y =6, 5 _5 =1, g% = 2:667,/03" = 2/667 cr‘;%l_ 1.333 }

X,
3. (@) The television picture tubes of manufacturer A- have a mean lifetime of 6.5 years and a
standard deviation of 0.9 years, while those of manufacturer B have a mean lifetime of

6.0 years and a standard deviation of 0.8 years. A random sample of size 36 tubes is
selected from manufacturer A and its mean X is calculated. An other random sample

of size 49 tubes is selected from manufacturer B and its mean X, is calculated. Find
the mean and standard error of the sampling distribution of the difference X, — 5(-2.
(#'-fl 2 ‘?2 = 05, O'fl ! 5‘:2 - 0.1886)

() © Random samples of each size 100 are drawn from two independent probability
distributions and their means X, and X, computed. If the means and standard
deviations of the two populations are i, = 10, o, = 2, u, = 8, 0, = 1, find the
mean and standard error of the sampling distribution of the difference X, — X,.

{#fl 2 ‘?2 = 2, o‘fl . .;":2 - 0.2236-')

2

11.14 SAMPLING DISTRIBUTION OF
SAMPLE PROPORTION, P

The sampling distribution of sample proportion P is the probability distribution of the
proportions of successes obtained from all possible simple random samples of n observations
that can be drawn from a Bernoulli population with proportion of successes .

11.14.1 Population Proportion. The population proportion is defined as

No.of elements with attribute A k-

Population size N

where k is the number of elements in the population of size N that possess a certain
characteristic. In many applications of sampling the characteristic of interest in the population
elements is qualitative with two possible outcomes. Quite often, however, we are interested not in
the number of successes but rather in the proportion of successes. 2

" 11.14.2 Sample Statistics X and P. When the characteristic of interest is qualitative with two
possible outcomes, a sample statistic of interest is the number of occurrences among the n
sample observations consisting of the particular outcome reflected in the population proportion.
* This number of occurrence is denoted by X. Another sample statistic is the sample proportion,
denoted by P, which is defined as

P = No.of elements withattribute A X

Sample size n

The observed value p = x/n of sample proportion P will serve as an estimate of 7.
Obviously, the actual value we obtain for p will vary from sample to sample. So we ask, how

good the estimate obtained will be. Are the values of P likely to be close to the true proportion:

7 in the population. To what extent will they vary from one sample to another. Now for our
theoretical model, we define a population in which a given proportion 7 have a specific attribute

"'mrlll‘ll'lﬂimr?ﬂ'm
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A. We suppose that every unit in the population falls into one of the two categories A and A .
The notation is as follows

Number of unitsin A in Proportion of units in A in
Population Sample : Population Sample
k X

k n = — = —

< N & n

The estimate of proportion of successes 7 in the population is the sample proportion p
and the estimate of the total number of successes k in population is thus Np or Nx/n.

11.14.3 Binomial Distribution as Sampling Distribution: Sampling Infinite Populations. If
a simple random sample of size n is selected from an infinite population (or with replacement
from a finite population ) whose elements are characterised by some attribute to belong to one of
the two mutually exclusive and exhaustive categories where one of these will be designated a
‘success’ and the other will be designated a ‘failure’, then the exact sampling distribution of the
proportion of successes P is a binomial distribution.

11.14.4 Properties of Sampling Distribution of P. The properties of the sampling distribution
of the sample proportion P are as follows:

Mean and Variance. The mean and variance of the binomial sampling distribution of P for a
simple random sample of size n from an infinite Bernoulli population (or with replacement from
a finite Bernoulli population) are given in the following theorem.

Theorem 11.11 If the population is infinite or the sampling is done with replacement, the
sample proportion P has its mean and variance as

Hp = E(P) =%
0-2P = Var(P) = M

where = is the probability of success and (1 — m) is the probability of failure. The standard
deviation (often called the standard error or sampling variability) is

Gp = Var(Py = |E1=T)

n

However, if the value of 7 is unknown, it is replaced by sample proportion P, the estimate of
the standard error of P then becomes

5 P(1-P -
S EER

Shape of Distribution. The sampling distribution of P is skewed to the right if © < 0.5,
skewed to the leftif = > 0.5 and symmetricalif & = 0.5.

N , imation. As n tends o infinity, the distribution of P becomes approximately
normal with mean 7 and variance (1 — 7)/n . That is, the distribution of the random variable

O Jr(l-n)/n
approach the standard normal distribution as n approaches infinity.
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E;rampfe 11.11 A population consists of S members. The marital status of each member is
given below ;

Member 1 2 3 4 5

Marital status S M S M S

where M and S stands for married and single respectively. Determine the proportion of
married members in the population. Take all possible samples of two members with replacement
Sfrom this population and find the proportion of married members in each sample. Form the
sampling distribution of the sample proportion P and verify that

n(l-m)
n

() Hp =™ (i) o2 =

Solution. Population: 1,2,3,4,5; Populationsize: N = 5; Sample size: n = 2

The members with even serial numbers 2 and 4 are married while those with odd serial
numbers 1, 3 and 5 are single.

Number of married members in the population: k=2"

Proportion of married members in the population: n© = — = — = 04

Number of possible samples = N XN = 5x5 = 25

All possible samples, the number of married members and the proportion of married members in
each sample are given below.

Members Number of Proportion of Members Number of Proportion of
insample married members married members | insample  married members  married members
x p=x/n _ x p=x[n

11 0 0 3,3 0 0

1, 2 1 /2 3, 4 1 1/2

1y 2) 0 0 3705 0 0

1, 4 1 1/2 4, 1 1 1/2

1, 5 0 -0 4, 2 2 1

2, 1 1 1/2 4, 3 i 1/2
2952 2 1 4, 4 2 1

2, 3 1 1/2 4,5 1 1/2

2, 4 2 1 5, 1 0 0
2185 1 1/2 552 1 1/2
3,1 0 0 5,3 0 0

3, 2 1 /2 5, 4 1 /2

_ Continued 5,5 0 0

ol TEem w1
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The sampling distribution of sample proportion P, its mean and variance are

Value of P Number of occurrences Probability
P f f(p) =fIXf p f(p) p* f(p)
0 9 9/ 25 0 0
1/2 12 12/25 6/ 25 3/25
1 4 4/25 4/ 25 4/ 25
Sum f =25 1 10/25 7/25
10
Bp = E(P) = Zp f(p) = o= 04
0} = Var(P) = Tp?f(p) - Hh = = - (04)? = 0.2
Weareto verifythat () f, = & @) o2 = (=)
- n
04 = 04 OV Rmpio 1= 0-4)
2
012 = 0.12

Example 11.12 It is known that 3 % of the persons living in Gujranwala city are known to
have a certain disease. Find the mean and standard error of sampling distribution of proportion
of diseased persons in a random sample of 500 persons.

Solution. We have proportion in the population 7 = 0.03 and the sample size n = 500. Let P
be the random variable ‘the proportion of persons in the sample which are diseased’. Then, the
mean and standard error of P are

Hp = ® = 003

W __J:n:(l—u) _ [ 0.03(1-0.03)
adis n " 500

11.14.5 Hypergeometric Distribution as Sampling Distribution: Sampling Finite
Populations. When a simple random sample of size n is selected without replacement from a
finite population whose elements are characterised by some attribute to belong to one of the two
mutually exclusive and exhaustive categories where one of these will be designated a ‘success’
and the other will be designated a ‘failure’, then the exact sampling distribution of the proportion
of successes P is a hypergeometric distribution.

11.14.6 Properties of Sampling Distribution of P. The properties of the sampling distribution
of the sample proportion P are as follows:

Mean and Variance. The mean and variance of the hypergeometric sampling distribution of P

for simple random sampling without replacement from a finite Bernoulli population are given in
the following theorem.

= 0.00763
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Theorem 11.12 If the population is finite and the sampling is done w:rhout rep!acement the
sample proportion P has its mean and variance as

Hp E(P) =

Var(P) = "“;") ( ‘;:'l‘ ]

2
Op

where w is the probability of successand (1 — m) is the probability of failure. The standard
deviation (often called the standard error or sampling variability) is 5

o = [Vare =Jn(1n—u) JN—n

N -1

However, if the value of m is unknown, it is replaced by sample proportion P, the estimate of
the standard error of P then becomes

A P(1=P) N -n
Op =
n N -1 '
Example 11.13 Draw all possible samples of size 2 at random without replacement from the

population 1, 2, 3, 4, 5. Find the proportion of even numbers in the samples. Form the
sampling distribution of the sample proportion P and verify that
n(l-m)

; v N-n
(i) pp=mnm = (i o i= = [N—l}

Solution. Population: 1,2,3,4,5; Populationsize: N = 5; Samplesize: n = 2
Number of even numbers in the population: k = 2

Proportion of even numbers in the population: T=—=—= 04

Number of possible samples = N(N -1) = 5(5-1) =
All possible samples, the number of even numbers and the proportion of even numbers in each
sample are given below. .

Sample Number of Proportion of | Sample Number of Proportion of

values  even numbers  even numbers values even numbers  even numbers
X p=x/n Xlptes: p=x/n.

L, 2 - 1/2: 3, 4 1 /2
1, 3 0 0 3,5 0 0
1, 4 1 1/2 4, 1 1 1/2
155 0 0 4, 2 2 Log
28] 1 1/2 45308 1 125
243 1 2 4,5 1 /2

oy 2 1 S 0 0
2405 1 1/2 0502 1 1/2
gl 0 R0 3, 3 0 0
3,2 1 1/2 5.4 1 Y2

J Continued
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The sampling distribution of sample proportion P, its mean and variance are

Value of P Number of occurrences Probability
p f ftp) = fIZf p f(p) P f(p)
0 6 6/ 20 0 : 0.
/2 12 12/ 20 6/20 3/20
1 2 2/20 2/ 20 2/20
Sum > =220 1 8/ 20 5/ 25
8
Up = E(P) = 2p f(p) = 20 = 04
] 2 5
0z = Var(P) = Yp f(p) — p% = 0 (04)% = 0.09
We are to verify that
ke o % n(l-mn) [ N-n
(U} Hp =T (i) Op = [ T 1
04 = 04 Oz S 1=04) (5_2 ]
2 5-1
0.09 = 0.09

11.15 SAMPLING DISTRIBUTION OF THE DIFFERENCE

BETWEEN TWO SAMPLE PROPORTIONS, P, - P; -

The sampling distribution of the difference between two sample proportions P, — P, is
the probability distribution of all possible differences between proportions P, and P, obtained
from all possible independent simple random samples of n, and n, observations that can be
drawn from two Bernoulli populations with population proportions of m, and &, , respectively.
Often we wish to compare the proportions of successes in two Bemoulli populations. We must
use the sample proportions of successes as our basis of comparison. Obviously, the number of
successes in both samples cannot be used alone as a means of evaluation. Specifically we require
a probability model of the difference between two sample proportions.

Suppose that two independent random samples of sizes 7, and n, are drawn from
Bernoulli populations with population proportions of =, and 7, respectively. Let F, be the
_ proportion of successes in sample of size n, from the population with population proportion T, ,
then A, is a random variable that has its own probability distribution with mean 7, and variance
%, (1—x,)/n, . Let P, be the proportion of successes in sample of size n, from the population
with population proportion x,, then P, is a random variable that has its own probability
distribution with mean 7, and variance m, (1— =, )/ n, . Then the difference P, — P, can be
obtained from all possible pairs of P, and P, . Consequently, the difference P, — P, between the
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two sample proportions is a random variable that has its own probability distribution which is
called the sampling distribution of the difference between two sample proportions.

11.15.1 Properties of the Sampling Distribution of the Difference between Two Sample
Proportions. The properties of the sampling distribution of the difference A, — P, between two
sample proportions are given by the following theorems. '

Theorem 11.13 The mean of the sampling distribution of P, — F,, denoted by L P-Py is
equal to the difference between the population proportions, i. e.,

Hp-p, = ECR-PB) = ® -7,

This theorem holds regardless of the sample sizes n, and n, or whether the sampling is
done with or without replacement.

Theorem 11.14 If the populations are infinite or the sampling is done with replacement, the
difference between sample proportions F, — P, has its variance as
m(l-xr) i n,(l-m,)

n n,

h-p = Var( B - B) =

The standard error of P, — P, becomes

' 1- : =
Cp-p = JVar(P, - B) = Jn;( %), H-%)

n (L)

However, if the values of ®; and 7, are unknown, these are replaced by sample proportions‘ A
and P,, the estimate of the standard error of P, — P, then becomes

~ R(l1-FR) F(1-P)
Op.p = J - +
n, n,
Theorem 11.15 If the populations are finite and the sampling is done without replacement, the
difference between sample proportions P, — P, has its variance as .

2
Ty -p

Var( P, - By)

n N, -1 n, N, -1

The standard error of P, — P, is

L Cp-p = ,,Var(P]sz)
-2 Jﬂ;(l—ﬂl)( N, —n, }+ "'z(l—"z)( N, —n, ]

n l N, -1 n, l N, -1

~ TS D T
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Example 11

selected at random with replacement
Similarly, let P,

14 Let P, represent the proportion of odd numbers in a sample of size n; = 2

from a finite population consisting of values 4 and 3.
represent the proportion of odd numbers in a sample of size ny, = 2 selected at

random with replacement from another finite population consisting of values 2,3 and 6. Froma

sampling distribution of the random variable (P, = B,). Verify that

¢ 1- l-x
(l') yﬁ"’z = nl—.nz (i) o.%'l_pz = ﬂl( Tl:,) . KZ( 2}
n ny
Solution. We have
Population1: 4, 5; N, =2 n =2
Number of odd numbers: k,=2
Proportion of odd numbers: T = .k_‘ sl
N, 2
Number of possible samples: N XN =2x2 =4
Possible samples:
(4,4) (4,5) (5,4) (5,5)
Sample proportion of odd numbers: p,
P R T /2 1
PopulationII: 2, 3, 6; N, = 3; n, =2
D
' Number of odd numbers: k=1
k 1
Proportion of odd numbers: T, = —> = —
N, 3
" Number of possible samples: N, XN, = 3x3 =9
Possible samples:

(22) (23) (2,6) (3,2) (3,3) (3,6) (62) (63) (6, 6)

Sample proportion of odd numbers: p,

2

0 1/2 0 1/2 1 1/2 0 1/2 0
All possible differences between sample proportions ( A, — P,) are
. Py
i 0 121/ 2B/ 25 )2 .
P 0 0 0
Ol 0 0 0 0 =7 =Y S ST
1/2 1/2 1/2 1/2 1/2 0 0 0 0 ~1/2
128|812 ee/ons /2 Y2 0 0 0 0 -1/2
1 1/2 1/2 Wiz ) 0
1 1 1 1 s

 m—
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The sampling distribution of P, — P, , its mean and variance are

Value of Number of Probability
P,—- P, occurrences

PP, f f(p-p)=fIZf (p=-P)f(pi=P;) (p—p,)'f(P—Py)

= 1 1/36 -1/36 1/36
—1/2 6 6/36 -3/36 3/72
0 13 13/ 36 0 0
1/2 12 12/36 a8 - 6/36 336
1 4 . 4/36 4/36 " 4/36
Sum 3f=36 1 6/ 36 19/72

6 1
Bp-p = E(H‘P?) = Z(Pl_Pz)(Pl—Pz) = E = _6-

of’l*“’z = Var(F - B) Z(Pl_pz)zf(Pl_Pz)‘ Ju}%,“Pz

- 19 SfErNE )
R T )

We are to verify that

1-— !
S T () woR L= =BT G )
s - s
| et l-—i 1 1_1
1 s gl 7m0 )3 3
6 = 2 5 72 s 2 2
L 17 5517 |
e - TR aRGI2

Example 11.15 The actual proportion of men who like a certain TV programme is 0.30 and

the corresponding proportion for women is 0.25. A questionnaire about this program is given to
500 men and 500 women, and the individual responses are looked upon as the values of
mdependenr random variables having Bernoulli distributions with parameters T, = "0.30 and

= 0.25, respectively. Find the mean and standard error of P, — ‘P, , the difference between
the sample proportions of successes.

Solution. Wehave m, = 030, =, = 0.25; ,',l =500, my.= 500.

The mean and standard errorof F - P, are .

au'Fl-'Pz =T =%, = 0‘30_.0.25 = 0.05

TR
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m(l-m) n,(l-mx,)
g =J 1 R4 ) 2

n ny

= 0.028

o . 0.30(1 - 0.30) + 0.25(1 - 0.25)
' 500 500

11.16 OTHER SAMPLING DISTRIBUTIONS

We have considered the sampling distributions of sample mean, difference between
sample means, sample proportions and difference between sample proportions. Other statistics
such as sample median, sample variance and sample standard deviation have their own sampling
distributions. There is different sampling distribution for each different statistic even though the
statistics may be computed from the same sample. For a given statistic, the sampling distribution
will vary for samples of different sizes. Thus, in a sampling distribution it is necessary to specify
the population, the statistic and the size of the sample. A change in any of these specifications
will result a different sampling distribution.

11.17 SAMPLING DISTRIBUTION OF

THE SAMPLE VARIANCE, §?

The sampling distribution of sample variance S? is the probability distribution of the
variances obtained from all possible simple random samples of n observations that can be drawn
from a population with variance ¢2.

" The sampling distribution of sample variance has the property
Hgr = E(S?%) = i.i ol
n

Eﬁample ll.l(ji A population. consisis of five numbers 2, 4, 6, 8, and 10. Consider all
possible samples of size 2 which can be drawn with replacement from this population. Form the
sampling distribution of sample variance and verify that

-l o
_ St A 2
Solution. Population: 2, 4, 6, 8, 10; Population size: N = 5; Samplesize: n = 2
Number of possible samples = N x N = §x 5 = 25
All possible samples that can be drawn with replacement from our population are

(2,2) (2,4) - (2,6) (2,8) (2,10)
(4,2) (4,4) (e, 60 . 7(4,8) .(4,10)
(62) s (64 (6,6) (6,8) (6,10)
(8,2) (8,4) (8,6) (8,8) (8,10)
(10,2) (10,4) . (10,6) (10,8) (10, 10)
e mmua i, W L 3)2 s 4
@) All possible sample variances: s* = 2, < 2f - e e
0 1 4 9 16
1 0 1 4 9
4 I 0 1 4
9 4 1 0 |
16 9 4 1 0
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The sampling distribution of sample variance S? and its mean are

Value of S? Number of occurrences: . Probability
52 f p(s?) = fIZf s? p(s*)
0 5 5/25 0
1 8 8/25 ©8/25
4 6 6/25 24/25
9 4 4/25 - 36/25
16 2 2/ 25 32/ 25
2 =20 1 2 s*p(s?) = 100/25
100
b = E(S?) = Ts? p(s?) = o 4 -
The mean and variance of the population are
x; 2 4 6 8 10 [Xx; =30 5
xl, 1 16 36 64 100 [Zx2 =220
x.
P Zx; S =
N 5
Ix3 220
2 I o_ g2 = 222 _6) = 8
o N M 5 (6)
; n—1 2
We are to verify that He = (o
n
2-1
4)="5=-u(s
= (8)
4 = 4

Exercise 114
1. (@) A fair coin s tossed 50 times and the number of heads recorded are 27. The proportion
of heads was, therefore, estimated to be 0.54. Answer the following.
(i)  Which figure is a parameter?
(i) Which figure is a statistic?
{ () The probability of head in a single trial T = 0.5;

(i) Sample size n = 50, number of heads in the sample x = 30 and the proportion
~of heads in the sample p = x/n = 0.54. }

() What is meant by the sampling distribution of sample pmpomon? Describe the propcrt:es
* of the sampling distribution of sample proportion.

TR AR
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2, (a)

b)

‘3. (a)

®)

4. (@)

®)

- sampling distribution of B — P,. Verify that

A finite population consists of the numbers 2, 3, 4, 5, 6 and 8. Find the proportion P
of even numbers in all possible random samples of size n = 2 that can be drawn with
replacement from this population. Assuming the 36 possible samples equally likely,
make the sampling distribution of sample proportions and find the mean and variance of

this distribution. Verify that
@) EP)=n Rz P) e =),

n

where P and 1t are sample and population proportions respectively.

{inf="2[38 0, =230 ="1/9})

A population consists of N = 4 numbers 1, 3, 4 and 5. Find the proportion P of
odd numbers in"all possible samples of size¢ n = 3 that can be drawn without
replacement from this population. Assuming the 24 possible samples equally likely,
construct the sampling distribution of sample proportions and find the mean and
variance of this distribution. Verify that

@) Hp = w, (i) 0’},: “(l—ﬂ)[ﬁ—n]

n -1

where P and x are sample and population proportions respectively.

{m.= 3[4, y, = 3[4, 0} = 1/48}

Suppose that 60 % of a city population favours public finding for a proposed
recreational facility. If 150 persons are to be randomly selected and interviewed, what
is the mean and standard error of the sample proportion favouring this issue.

{up = 060, 6, = 004}

A small, professional socicty hasx N = 4500 members. The president has mailed
n = 400 questionnaires to a random sample of members asking whether they wish to
affiliate with a large group. Assuming that the proportion of the entire membership
favouring consolidation is © = 0.7, find the mean and standard error of the sample
proportion P. ; <

{up = 07. 0, = 0022 }

* What is meant by the sampling distribution of the difference between two sample

proportions? Describe the properties of the sampling distribution of difference between -
two sample proportions. Explain its usefulness in statistical inference.

Let A represent the proportion of odd numbers in a random sample of size n, = 3
with replacement from a finite population consisting of values 4 and 5.-Similarly, let
P, ‘represent the proportion of odd numbers in a random sample of size n, = 2 with
replacement from another finite population consisting of values 2, 3 and 6. Assuming
that the. 72 possible differences Ff — P, are equally llkely to occur, construct the

gy : - 7 ; n(l-—.i:'_)‘: n,(1=T7
() Kp -p, = T = T, .(u') G}H-Pz oo _‘1. N 2)

iy}

{m =12, m = 13, pp_p, =1/6, 0% 5 =1/36}
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5. (a)

®

6. (a)

®)

7. (@)

Let P represent the proportion of even numbers in a random sample of size nl'= 2

without replacement from a finite population consisting of values 4, 6 and 9.
Similarly, let P, represent the proportion of even numbers in a random sample of size

n, = 2 without replacement from another finite population consisting of values 2, 3
and 5. Assuming that the 36 possible differences A — P, are equally likely to occur,
construct the sampling distribution of P, — P, . Verify that -

L

@  Hp-p, = T - Ty

n(l-=n N —n T, (l-7 N, —
@) oh _p = ‘(" 1){!\: _1‘]+ 2(’ 2)[;, ”]2}
1 1 Sy 2

(r, =2/[3, &, = 1/3, p_p, =:1/3, crf.:,l_,.,.2 = 1/9}

The percentage of families with a monthly income of Rs. 1,000 ormore in city A and
city B is 25% and 20 % respectively. If a random sample of 100 families is selected

from each of these two cities and the proportions of families earning Rs. 1,000 or more .
in the two samples are compared, what is the mean and st;mdard error of ;P1 - B, the

difference between the sample proportions?
{Hp,_p, = 005, Cp -p, = 0.059 }

A finite population consists of five values 2, 4, 6, 8 and 10. Take. all poss:ble samples
of size 2 which can be drawn with replacement from this population. Assuming the 25
possible samples equally likely, construct the sampling distributions of*sample means
and sample variances and find the mean of these distributions: Calculatc the mean and’
variance of the population and verify that

: . n-1
@ pz=pn (.“') Her = 'ﬂ g’

where X =

— V)2
LX; and 2w A n )
n n

{p = 6 0% =8, Hz =6 e, = 4)

A finite population consists of five values 1, 3, 5, 7 and 9. Take all possible samples
of size 2 which can be drawn with replacement from this population. Assuming the 25
possible samples equally likely, construct the sampling distributions of sample means
and sample variances and find the mean of these distributions. Calculate the mean and
variance of the population. Discuss the results.

- n-1
(#=5.o‘2=3,#f=5,p32=4, Pz St 62]
n

A finite population consists of 5 values 1, 3, 5, 7 and 9. Take all possible samples of
size 2 which can be drawn without replacement from this population. Assuming the
20 possible samples equally likely, construct the sampling distributions of sample
means and sample variances and find the mean of these d:stnbutmns, Calculate the mean
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i : ify that
and variance of the population wd vfn.y St N et 0] o2
@) Hz = M (RS Ks2 = N -1 n
~-X)?
X R (K= X))
where X = L and §? = =
n
{p=5.62=3|ﬂf=5'ﬂsz=5] ) _

(b) Take all possible samples of 2 distinct values from the population 2, 4, 6,8 and 10.
Assuming the 20 possible samples equally likely, construct the sampling distributions
of sample means and sample variances and find the mean of these distributions.
Calculate the mean and variance of the population. Discuss the results.

N n-1
[}1:6_ o =8, pz =6, B2 =5, Bz = M #52=N_:T n 62]
Exercise 11.5
Objective Questions
1. Fill in the blanks.

() A ————is the totality of the observations made on all

the objects possessing some common specific

characteristics. (population)
() A ————is a part of the population which is selected

with the expectation that it will represent the

characteristics of the population. (sample)
() ———— is a procedure of selecting a representative
: sample from a given population. (Sampling)
() The descriptive measures of a population are called

—_— ' (parameters)
(v) A descriptive measure on the sample observations is

called ——— = (statistic)
(v) A population is called ——— if it includes a limited

number of sampling units.. (finite)
(vi)) A population is called ——— if it includes an :

unlimited number of sampling units. (infinite)
(viit) Sampling ———— is a complete list of the sampling

units. (frame)

(&) A ———— sampling is a procedure in which we cannot
. assign to an element of the population the probability of 3
its being included in the sample. . (non-probability)
(x) A ———— sampling is'a process 1n which the samplc? 1SS
selected in such a way that every element 9f a popu]auon

has a known nonzero probability of being included in the

h 5 . ags ) . . y
(xi) Ime{ name of a- probability sampling is ———

. sampling.

- (probability)
| (random)



Sampling Techniques And Sampling Distributions sl - 71

(xii) Random sampling provides reliable ——, " (estimates)
(xiti) The sampling is said to be ———— replacement when
the unit selected at random is returned to the populauon
before the next unit is selected. i (with)
(xiv) The sampling is said to be —— rcplaccmcnt when -
the unit selected at random is returned to the popuhtlon
before the next unit is selected. (without)
(xv) A sample is usually selected by ———— replacement. . (withour)
(xvi) In sampling ——— replacement, a sampling unit can be’ o
selected more than once. (with)
2. Fill in the blanks. :
(@) In sampling ———— replacement, a sampling . llnll
cannot be selected more than once. ~ (withour)
(i)  In sampling with replacement, a finite population becomes
—_— (infinite)
(iii) random sampling is a procedure of 'selecting a
sample from the population in such a way that every unit
available for sampling has an equal probability of being
selected. . (simple)
(iv) The sampling error decreases by increasing the sample :
. 4 _ (size)
(vy The ——— errors may be present both in sample . . :
survey and census. 2 (non-sampling)
(vi)  The bias increases by increasing the sample ——————. _ (size)
(vii) A sample which is free from bias is called an - e :
sample. . *  (unbiased)
(viii) errors may arise due to faulty sampling frames, - o a |
non-responses and processing of data. (Non-sampling)
(ix) errors can be controlled by the proper training TR e '
of the investigators and following up the non-responses (Non-sampling)
(x)  The probability distribution of a sample statistic is callcd '
distribution of that statistic. " (sampling)
(xi) The standard deviation of sampling distribution of a '
sample statistic is called the ————— of that statistic. * (standard error)
(xif) The standard error can be reduced by increasing the , ]
—_— ‘(sample size)
(xiii) The number of all possible samples of snzc n taken wlth 3
replacement from a population of size N is —————. SN
(xiv) The number of all possible samples of size n taken
without replacement from a .population of size N is (¥B.)
— n
3. Mark off the following statements as true or false.
() A descriptive measure on the sample observations is called
parameter and a descriptive measure of a populatmn is
called statistic. - (false)
(#) A sample statistic is a random variable whereas the :

parameter being estimated is constant. (true)

ek T & A R B
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(iif) A sample survey provides the results which are more
accurate than those obtained from a census. (false)
(iv) A sample design is a procedure for obtaining a sample
from a given population prior to collecting any data. (true)
(v) More detailed information can be obtained in a sample
survey as compared to a census. (true)
(vi) Sampling may be the only means available for obtaining
the desired information if the population is infinite. (true)
(vit) If the data are obtained by tests that are destructive, then
complete enumeration becomes essential. (false)
(viii) Every random sample is a simple random sample. (false)
(x) In sampling with replacement, the sample size may be
- greater than the population size. (true)
(x) In sampling without replacement, the sample size can be
greater than population size. (false)
(xi) The number of units available for the next drawing does
" not change in a random sampling with replacement. (true)
(xit) In sampling without replacement, the number of units
remaining after each drawing will be reduced by one. (true)
4. Mark off the following statements as true or false.
i () = The number of all possible samples of size n taken
without replacement from a population of size N is ¥ C, . (false)
(@) In sampling without replacement, a sampling unit can be
selected more than once. _ (false)
(iii) In sampling with replacement, the sample size may be
greater than the population size. (true)
(iv) In sampling with replacement, a finite population becomes
infinite. (true)
(v)  Non-sampling errors may be present both in sample survey -
and census. : (true)
(vi) The sampling error increases by increasing the sample size. (false)
(vii) Sampling and non-sampling errors are both controllable. (true)
(viij) The standard deviation of a sampling distribution of a
statistic is called the standard error of that statistic. (true)
(ix) Standard error is the difference of a statistic from the
parameter being estimated. ' (false)
(x)  We can decrease both samplmg error and standard error by ]
increasing the sample size. (true)
(xi) The reliability of an estimate can be determined by its

(true)



